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The NOSTER Science Microbiome Prize
is an international prize that rewards
innovative research by investigators
who have completed their terminal
degree in the last 10 years and are
working on the functional attributes of
microbiota. The research can include
any organism with the potential to
contribute to our understanding of hu-
man or veterinary health and disease, or
to guide therapeutic interventions. The

winner and finalists will be chosen by  Kazuki Nagashima, Ph.D.

a committee of independent scientists 24N igper

chaired by a senior editor of Science. The first prize includes
complimentary membership to AAAS, an online subscription
to Science, and USD 25,000. Submit your research essay today.
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Viewing Asilomar from the Global South

0 many in the scientific community, the 1975 Asi-
lomar Conference on Recombinant DNA stands
as a singular achievement. This experiment in
governance seemed to demonstrate that citizens
could trust scientists to anticipate their fields’
risks and propose sensible ways to regulate them-
selves. Over the past half-century, similar efforts
have been made to govern controversial areas of research,
from geoengineering to artificial intelligence. However,
when viewed from a global perspective, Asilomar did
not address concerns in the way that many assume. The
conference’s output may have made it more difficult for
scientists to take seriously global public concerns about
emerging technologies, which has impeded governance
and eroded trust in science.

Despite its historical importance, Asi-
lomar was a narrow affair. Conference or-
ganizers and most of the 140 participants
were life scientists from the United States
and United Kingdom who were likely to
work in the new field. They focused on
a limited set of environmental and oc-
cupational risks and wrote guidelines ac-
cordingly, despite ethical, socioeconomic,
and national security concerns about the
genetically modified organisms (GMOs)
that recombinant DNA (rDNA) research
would create. As a result, the conference
reinforced the idea that only those with
relevant scientific expertise should guide
regulations for controversial new tech-
nologies, and that physical risks should be the primary
concern. This guided both the US National Institutes of
Health’s policies on rDNA research and the Coordinated
Framework for the Regulation of Biotechnology that the
US government issued a decade later.

However, the rDNA controversies that emerged around
the world in subsequent years were more extensive and
complex than the Asilomar scientists anticipated. In
low- and middle-income countries in particular, many
scientists, farmers, civil society groups, and government
officials responded with concern. Despite possible higher
yields and nutritional benefits, GMOs came with patents,
licenses, and other legal restrictions that seemed like
new—even neocolonial—extensions of Western power
and control, which many in the Global South worried
would limit the rights and autonomy of small-scale farm-
ers, reduce crop biodiversity, and dull the flavor on their
plates. Global South countries also saw the new organ-
isms as part of larger technological packages that in-
cluded pesticides and herbicides that could harm humans

“Despite
its historical
importance,

Asilomar
was a narrow
affair”

and animals and disrupt ecosystems. The United States
exerted pressure on these nations to adopt the GMOs, but
they questioned the quality of US regulatory oversight.

This triggered new governance experiments across the
Global South. Informed by different understandings of
the problem than those of the Asilomar scientists, civil
society groups and think tanks convened deliberations
among small-scale farmers who expressed skepticism
that was grounded in their experience with the Green
Revolution and other agricultural technologies. Farm-
ers asked for local field trials and comprehensive impact
evaluations, and questioned whether the technologies
would make rural livelihoods more secure. Meanwhile,
governments of the Global South contested patents on
genetically modified crops and fought for
different licensing terms, arguing that
they had developed similar native culti-
vars over centuries. As policy-makers and
courts decided whether the fruits of these
technologies should be grown, imported,
or sold in their countries, they assembled
a range of experts to conduct toxicologi-
cal, socioeconomic, and ecological assess-
ments. This led to different expectations
for approval, and in some cases even
moratoria and bans.

Too frequently, Western governments,
scientists, and journalists characterized
these efforts as ignorant and dangerous.
Echoing the Asilomar framing, the West
argued that experts had found biotech-
nology safe, rather than viewing Global South efforts as
rooted in different historical experiences and understand-
ings of the technology and its effects. Just last year, the US
government successfully challenged Mexico’s ban on GMO
imports (corn) due to cultural, health, and environmental
concerns, saying that the decision was unscientific.

These responses missed the opportunity to see broader
connections between technology, politics, economics, cul-
ture, health, and the environment, an approach that likely
would have enhanced public trust in postcolonial coun-
tries as well as in the Western world. This failure provides
important lessons. Good governance of emerging tech-
nologies requires inclusion of a variety of experts from
the outset, and decision-makers—including scientists—
must understand that concerns that may seem ignorant
or irrelevant may actually represent different, but valid,
understandings of the problem. Ultimately, this approach
will achieve more trustworthy and responsible science,
technology, and related public policies.

—Shobita Parthasarathy

10.1126/science.adw2511
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Climate déja vu

sin his earlier term, US President Donald Trump’s
misguided announcement that the US will with-
draw from the Paris Agreement on climate con-
tinues a long history of confusion—mostly creat-
ed intentionally—over the intersection of climate
science and US climate policy. The tactics and
consequences are no different from what oppo-
nents of climate science and action have been using for
almost 50 years. For decades, political discourse on
climate has blurred the lines between scientific real-
ity and political ideology, treating established facts
like debatable opinions, providing shifting reasons
for making decisions, and turning what should be rea-
soned policy debates into ideological battlegrounds.

In the 2025 executive order, as
well as in his comments in 2017,
Trump said that the rationale for
pulling out of the Paris Agreement
is a straightforward matter of eco-
nomics—a bad and unfair deal that
would lead to a “massive redistri-
bution of United States wealth to
other countries.” Never mind that
some consider the bad deal fine for
developing countries that are being
asked to forgo energy sources—coal
and oil—that propelled the West to
economic dominance. But it is clear
from his hundreds of comments and
social posts that even though some
of his nominees are willing to dis-
cuss the importance of climate change, Trump himself
also questions the very veracity of climate change and
whether it is caused by humans. The result is a slippery
mess that provides multiple paths to oppose climate
change, none of which are based on science. Maybe that
passes as clever politics, but it is more important than
ever that citizens see through the political smokescreen
so that decisions can be made against a background of
robust research.

Climate change became a partisan issue in the 1980s
when President Ronald Reagan—who was later called
the “most environmental governor in California his-
tory”— prioritized his disdain for government regulation
over his previous environmental views. Instead of accept-
ing the science and then debating whether government
regulation was the appropriate solution, conservatives
sought to cast doubt on the research and scientists and
create confusion in the minds of the public. This was a
way around acknowledging that they valued commerce
over the environment. Sensing real concern and a politi-
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“ .itis more
important than
ever that citizens

see through
the political
smokescreen...”

cal opportunity, Democratic politicians, especially Vice
President Al Gore, adopted as a platform climate change
and the need for a solid government response, cementing
the battle lines. Little has changed since, and so scientists
who sign up to work on climate change knowingly enter
a political theater where the rhetoric and policy oscillate
with each political change.

For years, the Pew Research Center has shown that
although trust in science is generally high compared
with many institutions, such as elected officials and
business leaders, a substantial majority of Democrats
believe that scientists should “take an active role in
public policy debates about scientific issues,” whereas
a similar majority of Republicans prefer that scientists
“focus on establishing sound sci-
entific facts and stay out of policy
debates” UK Prime Minister Win-
ston Churchill was perhaps in the
middle when he said that science
should be “on tap, but not on top.”
Nearly all scientists would concede
that other issues, like the economy
and national security, should be
weighed along with science when
government leaders are making de-
cisions, and many would also agree
that science itself should rise above
any political agenda. But would
those who say scientists should
stay out of policy debates agree that
nonscientist policy-makers should,
conversely, stay out of the execution and judgment of
scientific research?

Scientists and politicians are people with both facts
and opinions. But unlike politicians, scientists’ opin-
ions usually—and optimally—are clearly marked to dif-
ferentiate them from the conclusions of their research.
By contrast, many politicians, especially Trump, pursue
their goals by mingling facts, falsehoods, and opinions.
He can post hundreds of tweets attacking the facts of
climate change and then add on another layer of his
opinions about the economic terms of the Paris Agree-
ment—all without acknowledging the dangers to people
and the planet or the degree to which his opinions are
supported by robust research.

Withdrawing from the Paris Agreement is a bad idea.
And many scientists will continue to express that opin-
ion in appropriate ways, because the steady progress on
describing the details and dangers of climate change
will continue.

=H. Holden Thorp

H. Holden Thorp
Editor-in-Chief,

Science journals.
hthorp@aaas.org

Published online 21 January 2025;10.1126/science.adw1532
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TRUMP TRACKER

New administration upends U.S. science

Following through on his vows to shake up the U.S. government, President Donald Trump'’s new
administration quickly issued a flurry of executive orders and other decisions, some with
big implications for research and global health, sowing worry and confusion among many scientists.

GRANTS CLAMPDOWN In an
unprecedented move, the admin-
istration said it would freeze huge
chunks of federal spending, includ-
ing for research, so that political
appointees at every agency can
determine whether the funds
“conform with administrative
priorities.” But on 28 January,

a federal judge postponed the
implementation. Historically,
federal science agencies have
dispersed grants based on
recommendations by peer-review
panels in a process overseen by
career employees. Following its
27 January announcement of the
policy, the White House added
that the pause might last as little

as a day for some programs and
that the review involves spending
related to government activities
prohibited by Trump's recent
executive orders, which include
“Marxist equity, transgender-
ism, and Green New Deal social
engineering policies.” Critics say
the pause, of whatever duration,
opens the door to the politiciza-
tion of scientific grants. “It is hard
to see how this [policy] doesn't
grind biomedical research to

a halt very quickly ... given the
sheer numbers of NIH [National
Institutes of Health] grants
potentially affected,” says Carrie
Wolinetz, a former NIH official
who is now a lobbyist.

456 31 JANUARY 2025 - VOL 387 ISSUE 6733

BANNING GENDER A separate
executive order prohibits the
use of “gender” in govern-

ment publications, potentially
interfering with many research
grants. It inaccurately defines
gender as a male-female binary
and states that gender iden-
tity has no basis in “biological
reality.” The order also bans the
funding of grants that “promote
gender ideology.” Researchers
who have NIH grants to study
health in people who identify
as neither male nor female say
they are fearful such grants
would be permanently can-
celed. Science identified at least
400 of these grants totaling

$235 million, funded by almost
every NIH institute. Nearly half
involve HIV/AIDS, and many are
focused on transgender youth
(see related story, p. 458).

DEI DEMOLITION Another order
ended government programs
promoting diversity, equity,

and inclusion (DEI), signaling

the demise of long-running
university projects designed to
broaden the scientific workforce
by recruiting underrepresented
minorities. Several U.S. research
agencies quickly canceled
existing grant programs and
solicitations for future awards.
The terminations will extend
beyond racial distinctions, as
DEI programs also support
researchers who are disabled
or come from economically
disadvantaged backgrounds.
Trump's order calls DEI efforts
“illegal and immoral discrimina-
tion programs.” Some scientists

science.org SCIENCE
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told Science they plan to con-
tinue the work without using DEI
terminology to try to skirt the
crackdown—even as the govern-
ment has asked whistleblowers
to report such attempts.

NIH WHIPLASH Last week the
administration halted external
communications, travel, pur-
chasing, and new experiments
by NIH employees, to enable
areview. Past presidents have
made some similar restrictions.
But the breadth of those under
Trump, which included meet-
ing cancellations, bewildered
researchers who said they
could stall in-house research
and clinical trials at the

$474 billion biomedical agency
and impede its administration of
external grants. Days later, on

27 January, newly appointed act-
ing Director Matthew Memoli, a
longtime influenza researcher at
NIH, issued a memo describing
circumstances under which NIH
would make exceptions during
this “pause,” which will allow “the
new team to set up a process for
review and prioritization.”

Al DO-OVER Another executive
order nullified former President
Joe Biden'’s blueprint, issued in
October 2023, to foster the use
of safe, secure, and trustworthy
artificial intelligence. Echoing
criticisms by technology industry
leaders of the Biden administra-
tion plan, Trump'’s order asserts
it would have “hindered innova-
tion and imposed onerous and

unnecessary government control.”

Trump has asked aides for a new
plan within 180 days that would
promote economic competitive-
ness and national security and

sustain U.S. leadership in the field.

HIV HELP ATRISK Trump's
administration paused all
foreign assistance pending an
85-day review, an edict that
could disrupt the ability of a key
U.S.-funded program to provide
lifesaving anti-HIV drugs on a
timely basis to 21 million people
in 55 countries. The President’s
Emergency Plan for AIDS Relief
uses contractors based in

the United States and other
nations to distribute money.

SCIENCE science.org

New Zealand remakes funding

poLicy | New Zealand’s research com-
munity is cautiously welcoming a major
shake-up of the country’s science infra-
structure meant to promote economic
growth. Among the changes, announced
last week by the government, the big-
gest will consolidate the country’s seven
Crown Research Institutes. Starting

later this year, the institutes will be re-
organized into three new “public research
organizations” focused on earth sci-
ences, biological sciences, and health and
forensic sciences, respectively. A fourth,
new entity will concentrate on developing
artificial intelligence, quantum comput-
ing, and synthetic biology, among other
technologies. All will seek increased
investments from the private sector;
another new agency, Invest New Zealand,
will work to tap foreign investment for
this research. Some scientists worry the
plan lacks adequate government funding,
will create unreasonable expectations for
fast economic returns, and will spur addi-
tional job losses in the research sector. In
2024, several Crown Research Institutes
laid off hundreds of staff members.

Irregular mowing helps insects

EcoLogy | Cutting grass in curves—
rather than straight lines—and varying
their paths over time benefit pollinators,
a study has found. Industrial agricul-
ture makes meadows less welcoming to
insects, in part because most fields are
mowed completely all at once, lessening
their habitat diversity. Mowing just part
of a field at a time can help a lot, but
how it’s done matters, a research team
discovered. During 3 years of experiments,
farmers cut sinuous shapes across some
fields twice per year, each time keeping

Adding wiggles when mowing fields can boost the
abundance and diversity of bees and butterflies.

a two-to-one ratio of mown to unmown
areas. The diversity of butterflies and
bees was up to 30% and 40% higher,
respectively, in those fields than in ones
in which grass was mowed in straight
lines and the two-to-one ratio was
maintained. The curvy method requires
more training, time, and effort for farm-
ers. It could also benefit urban parks
and even small residential yards, the
team reported last week in Agriculture,
Ecosystems & Environment.

Institute head settles lawsuit

WORKPLACE | Rena D’Souza, the
embattled director of the dental research
institute at the U.S. National Institutes of
Health (NIH), will retire as of 31 January,
the agency told employees in an email
last week. NIH placed D’Souza on paid
administrative leave in April 2024 dur-
ing a probe of her workplace behavior

as head of the $520 million National
Institute of Dental and Craniofacial
Research. She had sued the secretary of
the Department of Health and Human
Services (HHS), NIH’s parent depart-
ment, in 2023, alleging race, sex, color,
and national-origin discrimination after
NIH placed her on two shorter, unpaid
leaves. D’Souza said both the lawsuit and
HHS proceedings against her ended last
week when she and the agency signed a
settlement agreement with undisclosed
terms. D’Souza, 70, was born in India and
in 2020 became was the first woman of
color to direct an NIH institute.

Al expert falls victim to Al

LEGAL AFFAIRS | A U.S. judge in
Minnesota this month tossed expert testi-
mony by a researcher who specializes

in artificial intelligence after he submit-
ted a statement containing two references,
generated by Al, to nonexistent papers.
According to the ruling, Jeff Hancock of
Stanford University admitted the bogus
references resulted from using GPT-40

to prepare his testimony, which dis-
cussed the hazards to democracy posed

by Al-generated content. Minnesota’s
attorney general had tapped Hancock to
help defend a state law that bans using
Al-generated “deepfake” content to damage
a political candidate. In her order exclud-
ing Hancock’s testimony, District Court
Judge Laura Provinzino wrote, “The irony.
Professor Hancock, a credentialed expert
on the dangers of Al and misinformation,
has fallen victim to the siren call of relying
too heavily on AI—in a case that revolves
around the dangers of Al no less.”
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Trump gender order upends federal surveys

Move would ban data collection on transgender and nonbinary people

By Jeffrey Mervis

resident Donald Trump’s executive
order banning “gender ideology,’
issued last week, has alarmed re-
searchers studying gender minori-
ties as well as people who fear their
own gender identity could put them
at risk. It also promises to upend a key re-
source for social scientists: federal surveys
on topics that include health, education,
housing, adolescent behavior, political
engagement, and criminal justice.

The 20 January order, called “Defend-
ing women from gender ideology ex-
tremism and restoring biological truth to
the federal government,” directs federal
agencies to use the term sex, not gender,
in all policies and documents. Male and
female are the only permissible options
when asking about an individual’s sex. That
assertion ignores reality, note social scien-
tists, whose surveys routinely include ques-
tions about gender that depart from that
strict dichotomy.

“The directive seems to be saying, “Thou
shalt not collect information on gender
identity because trans people and non-
binary people don’t really exist,” says re-
tired federal statistician Nancy Bates, who
led a 2022 National Academies of Sciences,

458 31 JANUARY 2025 » VOL 387 ISSUE 6733

Engineering, and Medicine (NASEM) study
that made the case for asking about gender
identity on all federal population surveys.
“But of course they do.” In the meantime,
agency heads and researchers are in limbo
until the White House explains how the or-
der will be implemented.

Over the past 2 decades, the federal gov-
ernment has been slowly updating federal
surveys to move away from only giving re-

“The directive seems to he

saying ... trans people and nonbinary

people don’t really exist.”

Nancy Bates
retired federal statistician

spondents the option of selecting male or
female. One example came in 2016 when
LGBTQ advocates persuaded the Depart-
ment of Justice to add questions about gen-
der identity and sexual orientation to its
National Crime Victimization Survey.

“That was one of our earliest successes”
in adding such questions to federal surveys,
says American University political scientist
Andrew Flores, lead author on a seminal
2022 paper that used the crime survey data.

The data confirmed advocates’ belief that
sexual and gender minorities are crime vic-
tims more often than the general U.S. popu-
lation, showing the community is 2.7 times
more likely to be victimized.

In 2022, the NASEM study found that
30 federal surveys included gender options
such as transgender and nonbinary. The list
includes the massive All of Us project by the
National Institutes of Health, which aims

to improve personalized medicine, and

the American National Election Stud-
ies surveys, which analyze how voters
choose their leaders.

The tally is growing. Last year, the Na-
tional Science Foundation (NSF) began
to offer a new question with a broader
range of gender identity options on its
annual survey of newly minted Ph.D.s.
And starting in 2027, the Census Bureau

planned to include expanded options in its
flagship American Community Survey, an
annual survey designed to provide a more
timely picture of national trends than the
decennial survey can give.

Bates says removing those questions will
degrade the quality of the surveys and the
data available to policymakers for address-
ing important societal trends. “If those
questions are dropped,” Bates says, “many
of the most reputable data collections in
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our country, with the most valid sample
sizes and data collection procedures and
methods, would simply disappear.”

Charles Rothwell, a retired federal pub-
lic health official, was head of the National
Center for Health Statistics, which includes
questions about gender identity on several
surveys. He worries about the loss of infor-
mation that could be used to understand
and track the health outcomes of people of
different genders. “We just want a way to
measure those differences,” he says.

The White House Office of Management
and Budget (OMB) must approve every fed-
eral survey before it can be used to collect
data, so it will call the shots on how the new
executive order is implemented. That won’t
be easy, given the work that has already
gone into planned surveys.

Long before a survey is approved,
agencies thoroughly test each ques-
tion and the sequence in which they are
asked to remove ambiguities and ensure
the validity of the results. The new ex-
ecutive order seems to ignore how that
process works, says Nancy Potok, chief stat-
istician of the United States during the first
Trump administration.

“It’s not simply a matter of printing a
new form,” says Potok, who led the OMB of-
fice that vets such surveys. “There’s a huge
amount of reprogramming and testing that
has to take place if you start pulling ques-
tions off. It’s also very expensive.”

And that’s not just at the federal level, she
adds. State and local governments, which
supply data for many federal surveys, will
also have to rework their instruments to
abide by the new directive. Potok worries
OMB might use the increased cost as a ra-
tionale to get rid of some surveys that con-
servative groups have targeted because they
see the questions as an invasion of privacy.
(OMB officials didn’t respond to a request
for comment.)

Legal challenges to the executive order
may be coming, anticipates Jon Freeman, a
Columbia University psychologist who has
pushed NSF to collect more data on LGBTQ
scientists. Gender identity is a “protected”
characteristic under federal civil rights
laws, he explains, and that designation can’t
simply be erased with the stroke of a pen.
“Collecting data on federal surveys is a key
way to safeguard these protections by track-
ing disparities and developing solutions to
prevent discrimination,” Freeman says.

Flores is hoping OMB will provide an
exemption that would allow agencies to
continue to ask about gender identity on
ongoing and approved surveys. “That’s the
best case,” he says. “The worst case is a ban.
Because then youre completely erasing
nonbinary, gender-diverse people.”
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PHYSICS

Laser-powered accelerators,
compact and cheap, get real

Encouraging lab results bolster plans to harness
a new kind of particle accelerator in x-ray sources

By Adrian Cho

n elegant new concept may be about

to revolutionize the technology of

particle acceleration, which ani-

mates huge atom smashers and x-ray

sources. For decades, some physicists

have strived to develop an accelera-
tor powered by laser light that would be
much smaller and cheaper than existing
machines. Recent progress suggests laser
plasma accelerators (LPAs) may soon real-
ize that bright promise.

Most recently, physicists at Lawrence
Berkeley National Laboratory (LBNL) used
the approach to boost electrons to an energy
of 9.2 giga-electron volts (GeV) over just
30 centimeters, as they reported in Decem-
ber 2024 in Physical Review Letters. That’s
more than twice the energy achieved by a
new 1-kilometer-long, $1.1 billion linear ac-
celerator (linac) at SLAC National Accelera-
tor Laboratory. Although LPAs still produce
relatively ragged electron beams, physicists
around the world are already racing to put
them to work.

“Were moving from a phase in which the
plasma accelerator is the object of study to
one in which it’s doing something useful,”
says Simon Hooker, a laser physicist at the
University of Oxford. LPAs can’t yet deliver
the exquisitely tuned beams that physicists
prize, but the much cheaper machines could
find niches where beam quality isn’t so cru-
cial, says Samuel Barber, an accelerator
physicist at LBNL. “You can develop a more
bespoke machine.”

In a conventional accelerator, charged
particles such as electrons gain energy by
surfing on the electric fields in radio waves
resonating within long evacuated cavities.
The 80-year-old approach has a limitation:
If the radio waves are too intense, they’ll
create sparks in the cavities. The effect lim-
its the accelerating field and means a high-
energy accelerator must be kilometers long.

Physicists can generate far stronger ac-
celerating fields by blasting an intense
pulse of laser light into low-pressure hy-
drogen gas. The light ionizes the gas and,
like a speedboat, pushes the wispy electrons
aside, leaving a region of positively charged

ions. After the light passes, the electrons
surge back into the positive region, creat-
ing a negatively charged wake that trails the
laser pulse through the gas.

Traveling at 99.99% of light speed, that
wake resembles the wave produced by fans
in a sports stadium when they raise their
hands in turn, notes Marlene Turner, an ac-
celerator physicist at CERN, the European
particle physics laboratory. “There’s this wave
of electrons that is moving forward, but it’s
never the same electrons.” Yet it produces an
electric field 1000 times higher than a con-
ventional accelerator, which other electrons
can surf to reach astounding energies. In
2006, multiple groups boosted electrons to
1 GeV in just a few centimeters.

But the laser pulse quickly diverges, lim-
iting the electrons’ maximum energies. To
counter that spreading, Anthony Gonsalves,
an accelerator physicist at LBNL; Howard
Milchberg, a laser plasma physicist at the
University of Maryland; and colleagues hit
gas spewing from a bladelike nozzle with
not one laser pulse, but two. A special mir-
ror focused the weaker first flash into a
bright line across the wide gas jet, creating
a channel of low-density plasma narrower
than a human hair. Acting as an optical fi-
ber, the channel guided the second pulse,
which arrived nanoseconds later.

Others had tried guiding a pulse by us-
ing an electric current to ionize the gas
in tiny glass capillaries, Turner notes. The
technique didn’t as effectively guide the
drive pulse, which would vaporize the glass
if it hit it. In contrast, the laser-created
channel is “made of entirely of plasma, so
it’s immune to damage,” Milchberg says.
With it, researchers got the drive pulse
to glide 30 centimeters, they reported
last month.

The resulting energy fell just short of a re-
cord set by Manuel Hegelich, a laser plasma
physicist at the University of Texas at Aus-
tin, and colleagues. In November 2023, they
reported reaching 10 GeV in an unguided
scheme, albeit using more laser power. But
the LBNL group also managed to reduce
the spread of energies yielded by previous
LPAs, which picked up stray electrons in the
plasma more or less randomly.
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The key was to mix nitrogen into the gas.
The guide laser would strip a nitrogen atom
of most of its electrons, but the last two would
pop loose only when the most intense part of
the drive pulse arrived. “The electrons that
get ionized then happen to slip right into the
accelerating portion of that [plasma] bubble,”
says Alexander Picksley, an accelerator physi-
cist at LBNL. By injecting the nitrogen at only
one point along the nozzle, researchers con-
trolled how far the electrons surfed and how
much energy they gained.

“All the elements of this experiment
have been known for some time,” says
Brigitte Cros, a plasma physicist with CNRS,
the French national research agency. “But
they have succeeded in putting everything to-
gether.” There’s still lots of room for improve-
ment, Milchberg says. The petawatt lasers
that drive LPAs currently can only fire once a
second or so, and the pulses can vary widely
from one to the next, he notes. “Aside from
the plasma or anything else, we need to im-
prove the laser technology.”

In a simulation, a
laser pulse (red)
creates a wake that
electrons surf to
enormous energies.

Still, researchers are already thinking
about a Kkiller app: using an LPA to power
a free-electron laser (FEL), a machine that
generates potent x-rays by shooting a finely
tuned electron beam through a long magnet
that makes it slalom from side to side. The
swerving electrons emit light that, in a feed-
back loop, separates them into tiny bunches
that radiate in chorus. The result is a laser
beam of x-rays, a powerful tool for studying
molecules and materials.

SLAC’s new giant linac powers an FEL,
but physicists could make such machines
far smaller and cheaper by replacing the
linac with an LPA. There’s a global race to
do just that. In 2021, physicists at the Shang-
hai Institute of Optics and Fine Mechanics
used an LPA to drive an FEL shining at ultra-
violet wavelengths. However, it produced la-

460 31 JANUARY 2025 « VOL 387 ISSUE 6733

ser light on only 10% of its shots. Last year,
Barber’s team at LBNL upped that figure
to 90% with its LPA. To reach useful x-ray
wavelengths, however, developers will need
higher energy electrons, which will likely re-
quire techniques like those combined in the
new result from LBNL.

Europe is also betting big on this appli-
cation. This year, as part of an effort called
the European Plasma Research Accelerator
with Excellence in Applications, officials will
choose the site for a facility costing hundreds
of millions of euros that will deploy FELs
driven by LPAs. The facility aims to serve re-
searchers and speed the development of LPAs,
Cros says. “We have never been able to build a
real accelerator operating all day, every day of
the year, based on these techniques.”

LPAs might also work in concert with
other accelerators. For example, PETRA-III,
a ring-shaped accelerator at the German
laboratory DESY, circulates 6-GeV electrons
to generate x-rays. Currently, electrons reach
that energy by first passing through a linac

and two smaller rings. Andreas Maier, a
plasma accelerator physicist at DESY, and
colleagues hope to supplement or replace all
of that with a single LPA when the facility
is upgraded in 2030, using the techniques
demonstrated by the LBNL group. “For us,
it’s a very encouraging result,” he says.

Some physicists think LPAs are already
good enough to make money. Hegelich, for
example, has founded a company called
TAU Systems that is completing an LPA fa-
cility in Carlsbad, California, to serve cus-
tomers. NASA’s Jet Propulsion Laboratory
has signed up to test whether electronics
can stand up to the radiation environment
in space, Hegelich says. The facility will also
serve as a showroom, he adds. “You can go
there and see the machine. And if you want
one yourself, we’ll build you one.”

AIR POLLUTION

In India,

a debate over
the benefits of
gas stoves

Surprise finding of few
health payoffs complicates
push to replace biomass fuel

By Vaishnavi Chandrashekhar

n a cloudy morning in October 2024,
researchers visited a small home in
Karyalur, a village in south India,
to take the measure of a 5-year-old
girl named Dhanashree. They re-
corded her blood pressure, weight,
and height, and tested her skills with games
that involved kicking a ball or building with
blocks. The reason for their visit sat in a cor-
ner: a cooking stove connected to a large red
cylinder of liquefied petroleum gas (LPG).

The stove and cylinder had been given to
Dhanashree’s family as part of a large four-
nation study, funded by the U.S. National
Institutes of Health and the Bill & Melinda
Gates Foundation, called the Household Air
Pollution Intervention Network (HAPIN)
trial. Launched in 2018, it aimed to discover
whether the health of children improved
in homes that replaced traditional, smoky
stoves that burn biomass such as wood and
dung with stoves fueled by cleaner burning
LPG. Now, the results of the HAPIN trial
are fueling a debate among researchers over
whether India and other nations should
aggressively expand the use of gas cooking
stoves to curb air pollution.

Supporters of expanding LPG use say it is
critical to improving air quality—especially
indoor air quality—in a nation with some of
the world’s worst air pollution. They note that
researchers have found biomass stoves used
for cooking and heating produce 25% to 50%
of the smog that chokes some regions of India
for parts of each year. “Clean residential en-
ergy is key to delivering healthful air on mul-
tiple scales,” says Chandra Venkataraman,
a senior climate researcher at the Indian In-
stitute of Technology Bombay.

Skeptics, however, point to the HAPIN
trial’s puzzling outcome: It found no statisti-
cally significant health benefits for children
living in houses with LPG stoves. They add
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that LPG is a relatively expensive fossil fuel
that is subject to global market turmoil. “If
LPG can’t deliver on health outcomes, we
should try something else,” says epidemio-
logist Thomas Clasen of Emory University, a
leader of the HAPIN trial. Expanding access
to electricity, ideally from renewable sources,
would benefit both health and the environ-
ment, he and others say.

Biomass stoves, used by an estimated one-
third of the world’s population, pose a clear
threat to human health. The stoves produce
fine soot particles, less than 2.5 micrometers
in diameter (PM2.5), that contribute to respi-
ratory and other health problems and mil-
lions of premature deaths.

For decades, researchers have tried to de-
sign “smokeless” biomass stoves, with little
success. More recently, they turned to replac-
ing biomass fuels with natural gas (methane)
or LPG (often propane or butane), especially
after the World Health Organization en-
dorsed them as clean fuels in 2014 and the
United Nations made access to energy a sus-
tainable development goal in 2015. In recent
years, the World Bank has helped promote
gas stoves in Africa, and countries such as
Indonesia have expanded access to LPG.

Advocates of gas stoves say they are good
for the climate as well as air quality. Studies
by Venkataraman, for example, have found
that the soot and other pollutants given off
by biomass stoves are potent warming com-
pounds. A study by the Council on Energy,
Environment and Water (CEEW), a non-
profit research institute in India, also found
that one LPG cylinder can replace 178 Kkilo-
grams of firewood, leading to a net reduction
in warming emissions due to unsustainable
wood harvesting practices.

Researchers thought the HAPIN trial
would make an unequivocal case for LPG’s
health benefits. It enrolled some 3200 poor
households in India, Guatemala, Peru, and
Rwanda, including 800 pregnant women
and their 800 infants. Half of the house-
holds received LPG stoves, which the
researchers hypothesized would reduce
pollution exposures and childhood pneu-
monia, and improve maternal blood pres-
sure, infant birth weight, and growth rates.
But the primary results, reported in three
papers published in The New England
Journal of Medicine in 2022 and 2024,
were decidedly mixed. Median PM2.5 expo-
sure dropped by two-thirds in homes with
the stoves. But for birth weight, stunting,
and pneumonia, there was no statistically
significant difference after 18 months be-
tween children living in households using
LPG and those burning biomass.

Several factors might explain the re-
sults, the researchers say. The intervention
may have started too late in the gestation
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India has been promoting stoves fueled by liquefied petroleum gas, such as this one in a home in Uttar Pradesh.

period—most mothers enrolled in their sec-
ond trimester, and the few who enrolled
earlier seemed to see better results. Benefits
might also appear later; ongoing follow-up
studies of children like Dhanashree could
reveal long-term effects. But the most likely
reason, Clasen says, is that when a popula-
tion faces multiple environmental risks, as
most poor communities do, a single inter-
vention such as a clean stove may be “nec-
essary but not sufficient” to improve health.

This point is also emphasized by health
researcher Kalpana Balakrishnan, who led
the HAPIN trial in India. “We could give
them free LPG, but we couldn’t give them
free food,” says Balakrishnan, who is dean
of research at the Sri Ramachandra Insti-
tute of Higher Education and Research.
“Perhaps it was naive to think we can undo
with a short intervention what they have
already been exposed to, the course they
were already on.”

The findings have left researchers divided
over the wisdom of expanding the use of
LPG. Balakrishnan says the demonstrated
pollution reductions justify pushing ahead.
But Clasen thinks policymakers should be
wary of spending more public funds on the
fuel without definitive evidence of health
benefits. “The oil and gas industry like peo-
ple to think that [LPG] is a virtuous fuel,”
he says. But alternatives, such as expanding
access to electricity, could offer broader ben-
efits, such as providing lighting and stimu-
lating economic activity.

Yet a large-scale “leapfrog” to electric-
ity, especially from renewable sources,
may be unrealistic in India. Although its
grid is expanding—and solar is also being

promoted—the system isn’t ready to handle
the increased demand, says analyst Abhishek
Kar of CEEW. Instead, he sees the path fol-
lowed by Ecuador as a potential model for
transitioning India away from biomass.
There, the government promoted subsidized
LPG and then, when gas prices started to
rise, scaled up the use of electric stoves by
offering financial incentives.

In India, LPG use has a long way to go.
In 2016, the government launched an initia-
tive to connect 100 million poor households
to subsidized fuel supplies. By 2020, 62% of
households were using LPG as their primary
cooking fuel, but the share is much lower
in rural areas. And surveys have found that
only 30% of homes cook exclusively with gas;
the rest either use biomass or charcoal exclu-
sively or alongside LPG.

This “fuel stacking” was evident in
Dhanashree’s home. Anita, her mother, re-
ceived free LPG during the HAPIN trial,
spanning her pregnancy and Dhanashree’s
first year. But after that she reverted to us-
ing mostly wood. Cooking with gas is quicker
and not smoky, Anita said, but the family
can’t afford to frequently refill cylinders,
even at subsidized prices.

Advocates of expanding LPG use hope In-
dia’s new national air pollution plan, which
could be finalized this year, will address
household air pollution and help increase
subsidies for gas. And Venkatraman says a
government plan to boost the production of
biogas from waste could also contribute to
a transition away from biomass fuels. “We
need a basket of fuels for rural energy transi-
tions,” Venkataraman says. “But you have to
start somewhere.”
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Banished from CERN,
Russian physicists regroup

Breakdown in collaboration leads many scientists
to look to domestic projects—and to China

By Science News Staff

n the dead of the Russian winter, many

of the nation’s physicists are feeling a

particular chill. Banished since late last

year from Europe’s CERN, the world’s

largest particle physics laboratory, and

increasingly isolated by trade sanc-
tions that have complicated purchases of
scientific equipment, many Russian physi-
cists are having to dramatically reorient
their work—with some looking to China
for collaboration.

Some scientists have found ways to sus-
tain their connections to CERN and other
institutions in Europe and the United
States. But they have faced pressure from
Russian officials to sever ties.

The breakdown in collaborations, cata-
lyzed by Russia’s full-scale invasion of
Ukraine in 2022, is producing “obvious
losses” for all sides, says Alla Skovorodina,
a spokesperson for the Budker Institute of
Nuclear Physics (BINP), a leading Russian
research center. Researchers from the in-
stitute had worked with CERN for decades,
she notes, a collaboration that “has always
been mutually beneficial” Russian scien-
tists played a significant role, for example,
in building and operating the Compact
Muon Solenoid, one of two key particle
detectors fed by the world’s largest atom
smasher, CERN’s Large Hadron Collider
(LHC), which discovered the Higgs boson.
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But several hundred Russian scientists
were forced to end their work at CERN on
30 November 2024, after the laboratory ter-
minated its partnership agreements with
institutes operated by the governments of
Russia and Belarus, Russia’s close ally. At
least 90 Russian researchers sidestepped the
ban by reaffiliating with institutes in other
nations, according to a CERN spokesperson.
The ban also did not apply to scientists af-
filiated with the Joint Institute for Nuclear
Research (JINR) near Moscow, which is oper-
ated by a coalition of more than a dozen na-
tions and has its own agreement with CERN.

More Russian researchers might have
attempted to reaffiliate if not for opposi-
tion from prominent Russian officials, says
Andrey Seryakov, a Russian physicist who
in recent years had spent up to 3 months a
year at CERN. For example, when research-
ers attempted to establish a new organiza-
tion, based outside Russia, that would have
enabled Russian scientists to continue work-
ing at CERN, they faced fierce criticism from
physicist Mikhail Kovalchuk, president of the
Kurchatov Institute nuclear energy research
center, who is known for his ties to Russian
President Vladimir Putin. “Given that most
Russian scientists working at CERN have
their main place of work in Russian universi-
ties and research centers, most of them were
forced to refuse to cooperate,” Seryakov says.

Although Seryakov can no longer work at
CERN, he says he is still analyzing data he

An electron-positron collider at Russia’s Budker
Institute could be a new focus of research efforts.

collected at the laboratory while he looks for
a job. (He lost a post at St. Petersburg State
University because of political activism.)

Other Russian physicists who have lost
access to CERN say they will turn to domes-
tic projects, such as the Nuclotron-based
Ion Collider Facility under construction
at JINR, which will create fleeting puffs
of fundamental particles called a quark-
gluon plasma, and a pair of small electron-
positron colliders at BINP. The larger of
the two produces a particle called the tau
lepton, a fleeting heavier cousin of the elec-
tron. The smaller, just 24 meters in circum-
ference, has pioneered a new technique to
produce round particle beams, which are
more compact and stable than the usual
flat, ribbonlike ones. That should enable a
collider to run longer before refilling the
beams. “These are worthy projects, although
they are not as advanced as the LHC,” says
physicist Fedor Ratnikov of the Laboratory
of Methods for Big Data Analysis at the Na-
tional Research University Higher School of
Economics in Moscow.

At BINP, another “promising direction is
China,” Skovorodina says. China has ambi-
tious plans for a next-generation collider that
could surpass the LHC in energy, she notes,
“and our institute plans to participate.”

In the meantime, Russian physicists con-
tinue to struggle with trade sanctions that
have made it difficult to obtain electronics
and other high-tech gear from the U.S. and
Europe, and ongoing pressure from Ukraine
and its allies to expel Russia from other col-
laborations. For example, a BINP researcher
says Russian contributions to a nuclear phys-
ics experiment called PANDA at the Facility
for Antiproton and Ion Research, a large ac-
celerator project currently under construc-
tion in Germany, have been largely frozen.

Such ruptures trouble Anatoli Romaniouk,
a Russian physicist who has worked at CERN
since 1990 and was not directly affected by
the ban. “Science is a bridge that allows peo-
ple to communicate and exchange both intel-
lectual and moral products,” he says, adding
that he will try to maintain some communi-
cation with colleagues in Russia, in part be-
cause he thinks it is important to “give young
scientists the opportunity to participate and
develop in the global scientific community.”
But he’s not optimistic that U.S. and Euro-
pean institutions will become more welcom-
ing to Russia anytime soon. “I do not foresee
any significant changes in attitudes towards
Russian scientists in the next decade,” he
says. “And perhaps longer.”

With reporting by Andrey Feldman and Eugene Gerden.
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CONSERVATION BIOLOGY

Global study shows species are losing diversity

Even in some common species, the genetic variation key to resilience is slipping away

By Elizabeth Pennisi

ariety is more than just the spice of
life. Genetic variation is what allows
a species to adapt as climate changes,
new diseases arise, and novel preda-
tors come on the scene. A slightly
different genetic makeup can ensure
at least some individuals will still do OK in
times of crisis. But just as the number of spe-
cies is declining worldwide, so, too, is the
genetic diversity within many species, an in-
ternational team reports this week in Nature.

“This paper is a big leap forward
in helping us understand the extent
of genetic diversity loss,” says Chris
Funk, a conservation geneticist at
Colorado State University who was
not involved with the work.

Conservationists were already
worried about declines in the
genetic diversity of threatened
species, which tend to have popu-
lations that are small and iso-
lated. But the new study indicates
some animals and plants whose
populations seem healthy are also
losing genetic diversity as their
numbers or ranges shrink because
of pressures such as development
or climate change.

Deborah Leigh, a conservation
geneticist at Goethe University
Frankfurt and the Senckenberg
Research Institute and Natural
History Museum who was also not
involved with the study, calls this
diversity loss “the silent extinc-
tion” because the change is not ob-
vious. She notes that when many
people think of biodiversity, they
picture the rich flora and fauna
of a tropical jungle or the colorful inhabit-
ants of a coral reef. “But biodiversity also
includes all the differences within each
species in that jungle or that coral reef”
Leigh explains.

Until 2022, governments interested in
protecting the environment were concerned
mostlywith keepingspeciesfrom disappear-
ing. That year, however, when updating the
United Nations’s Convention on Biological
Diversity treaty, participating countries
agreed to start to look at genetic diver-
sity as well. “For the first time, countries
agreed to protect diversity in wild species,”
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says David Bravo Nogues, a biogeographer
at the University of Copenhagen.

The first step toward slowing the trend
is understanding it. Conservation biologist
Catherine Grueber from the University of
Sydney and scores of colleagues assembled
882 papers written between 1985 and 2019
that traced diversity changes within individ-
ual species by analyzing their DNA at at least
two time points. Of the 628 species discussed,
70 were birds, 134 were mammals, 131 were
bony fish, and 72 were flowering plants. The

team used sophisticated statistical analyses

The critically endangered kakapo has low genetic diversity.

to make the data comparable, enabling them
to identify trends and correlate loss of genetic
diversity with floods, habitat destruction, or
other disturbances. They also tracked what
happened in the face of various conservation
measures, such as legally protecting a species
or setting aside and protecting habitats.
Two-thirds of the populations analyzed
exhibited a decline in diversity, Grueber and
her colleagues report. That included spe-
cies already known to be at risk, such as the
kakapo, a ground-living New Zealand parrot
that suffers from inbreeding and infertil-
ity. It also included more common species

such as the black-tailed prairie dog and the
house sparrow. The implication is that those
species may be less resilient than expected
during environmental change, says Alicia
Mastretta-Yanes, a conservation geneticist at
the Royal Botanic Gardens, Kew. “We must
halt the loss of genetic diversity.”

Some conservation efforts, such as eco-
logical restoration or reducing pests, didn’t
help much, the analysis found. “This failure
is not surprising,” Nogues says. “Many con-
servation tools were not fine-tuned for [pro-
tecting] genetic diversity” But certain actions
did seem to help, such as efforts to
expand and protect habitat, intro-
duce new individuals to dwindling
populations, or connect two isolated
populations. For example, in West-
ern Australia, conservationists have
been able to stabilize the genetic
diversity of golden bandicoots by
transferring some individuals from
an island with a large population
onto two other islands.

“It was pretty impressive they
were able to track what human dis-
turbance and conservation actions
had done,” says Moisés Exposito
Alonso, an evolutionary geneticist at
the University of California, Berkeley
who authored a preprint last year
indicating that protecting existing
habitat won’t be enough to prevent
genetic diversity losses for many
species. “We needed something like
this,” he says of the Nature study.

Conservation scientists empha-
size the importance of continuing
to monitor populations. But DNA
methods aren’t always practical,
some note. “It is relatively hard and
expensive to measure genetic diver-
sity directly,” Mastretta-Yanes says.

To get around that, Mastretta-Yanes and
others published a paper in Ecology Letters
last year that used proxy measures, such as
population size, instead of DNA to evaluate
genetic diversity in 919 species. The method,
which only required about 3 hours of work
per species, indicated that 58% of the species
have populations that are too small to main-
tain their genetic diversity. The fact that
these different approaches found declining
diversity “makes both results more robust,”
Mastretta-Yanes says. “Finally, genetic diver-
sity is getting the attention it deserves.”
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n an unseasonably cold day in
March 2019, hundreds of agricul-
tural economists were herded into
a conference room in Washington,
D.C,, to learn their fate.

The previous August, Secretary
of Agriculture Sonny Perdue had
announced that the U.S. Depart-
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ment of Agriculture’s Economic Research
Service (ERS), a small but well-regarded
statistical agency, would be relocating
somewhere outside of the nation’s capital
to allow USDA “to provide more stream-
lined and efficient services.” One by one,
a USDA official read the job descriptions
of the 76 of 329 ERS positions that would

A small statistical agency within the U.S. Department
of Agriculture was torn apart under Trump—and
then rebuilt. What did it lose, and what can other U.S.
research agencies learn from it? By Jeffrey Mervis

remain in town. The rest would move.

“It was awful the way they told us,” recalls
one of several economists who requested
anonymity because they still work at ERS.
“People not on the list started crying.”

That day was part of a seismic upheaval
at an agency that essentially serves as
USDA’s in-house think tank, analyzing and
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anticipating trends in agriculture, food and
nutrition, natural resources, and the rural
economy. Nearly one-half of its employees
jumped ship between when Perdue an-
nounced the move and October 2019, when
ERS opened its new office in Kansas City,
Missouri, barely 3 months after the city
won a nationwide competition to host the
agency. (Kansas City also snared USDA’s
National Institute of Food and Agriculture
[NIFA], which distributes some $1.5 billion
in grants and contracts.)

“I calculated that more than 2000 years of
ERS experience vanished in 3 months,” says
agricultural economist Marca Weinberg,
a senior manager who took early retire-
ment and then was rehired as acting head
of the agency for the first year in its new
location. “We lost the vast majority of our
institutional knowledge and expertise, and
it decimated the ranks of middle manage-
ment.” Only a dozen or so ERS economists
actually moved from Washington, D.C., to
Kansas City.

Yet those departures have not destroyed
ERS. Congress ignored then-President
Donald Trump’s repeated requests to slash
the agency’s $87 million annual budget and
staff in conjunction with the move. Those
fiscal votes of confidence enabled ERS to
go on a hiring spree and return to its pre-
move size by 2022. The COVID-19 pandemic
that hit in the spring of 2020 also helped
repopulate ERS, making it possible for re-
searchers unwilling to move to Kansas City
to work remotely.

“That timing really saved our asses,’
says Daniel Hellerstein, a longtime ERS re-
searcher who retired in 2019 but was hired
back as a manager of its conservation and
environment branch, which shrank from
15 to eight economists before rebounding.
“After COVID we could say, ‘You don’t have
to move here. You can stay where you are.”

Although the agency survived the batter-
ing, it was diminished. “It is very, very disrup-
tive to move the headquarters of an agency
to a different city,” says Michelle Amante of
the Partnership for Public Service. “It’s dis-
ruptive to the workforce, disruptive to the
programming, and it decreases collabora-
tion.” The rebuilt staff is much younger and
less experienced (see graphic, right). And
ERS watchers say some topics have fallen off
its radar because of a lack of expertise and
because its researchers are less inclined to
tackle controversial issues.

Those lessons have new, broader rele-
vance now that Trump has returned to the
White House with a promise to shrink the
entire federal workforce and replace up to
100,000 civil servants with political loyal-
ists. “When you politicize the whole merit-
based civil service, it has dramatic impacts
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on the ability for public service to be im-
partial, to provide advice and expertise
without fear of retribution,” Amante says.
Even the rhetoric takes a toll. “It’s very
hard to know how much of this is just de-
signed to scare or threaten us,” one ERS
economist says of Trump’s attacks on govern-
ment workers, including scientists. “But that
by itself will lead to attrition. It’s very diffi-
cult to keep going when you’re being vilified.”

WHEN JIM MACDONALD was looking for a
job in 1980, ERS offered everything a newly
minted industrial organization economist
could want. “You’re expected to publish, so

NEWS

blend of an amazing researcher and an
amazing mentor,” Weinberg says.

But Perdue’s decision to move ERS forced
veterans like MacDonald to rethink their
future at the agency. Staff whose jobs were
not on the “stay” list unveiled in March
2019 were given four options. “We were
told you can move, or you can quit, be fired,
or retire,” remembers Catherine Greene,
the agency’s go-to research economist on
organic agriculture.

Greene chose to retire after a 35-year ca-
reer at ERS. So did roughly 100 of her col-
leagues, including MacDonald. “There was
no way I was going to Kansas City,” he says.

Younger staff

The Economic Research Service's (ERS's) move to Kansas City, Missouri, led to an exodus of experienced
researchers. They have been replaced over time by a much younger cohort, most of whom have been working

remotely following the onset of the pandemic.
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you're interacting with academic economists,”
MacDonald says. “But at the same time you're
working on policy-related stuff for a broader
audience. And you get to work with a bunch
of other people with similar skills and inter-
ests. All of that was very appealing.”

Over the next 4 decades at ERS,
MacDonald conducted seminal studies on
how structural changes in the U.S. and
global economies have affected agricul-
ture. He traced the impacts of railroad
deregulation and the consolidation of the
livestock industry, and he documented the
sharp rise of the prophylactic use of anti-
biotics in farm animals before it became
a major policy issue. “Jim is that perfect

Perdue had said in 2018 that moving ERS
and NIFA would allow the agencies to attract
and retain top talent, bring them closer to
their “customers,” and save the government
$300 million over 15 years. But a 2022 report
by the Government Accountability Office
(GAO), the congressional watchdog agency,
poked holes in all those arguments.

USDA made an “unreliable estimate of sav-
ings” because it “did not include costs associ-
ated with expected employee attrition [and
other] economic effects associated with a re-
location,” GAO found. Factoring in those ele-
ments, the Agricultural & Applied Economics
Association calculated the move could actu-
ally cost taxpayers as much as $182 million.
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Perdue’s assertion that moving ERS out
of Washington, D.C., would allow it to hire
researchers at lower salaries was never re-
alistic, says Gregory Pompelli, who served
as associate ERS administrator for 10 years
but left shortly after the move for a job at
Texas A&M University. “The market for
agricultural economists is national, not re-
gional,” he explains. “Even the ag econ pro-
grams at universities in the [Kansas City]
area were hiring people at higher salaries
than we could pay them at ERS.”

Nor did the city realize the promised
economic bonanza from hosting hundreds
of well-paid professionals. ERS occupies
just part of one floor of a downtown office
building it shares with NIFA. Fewer than a
dozen ERS staffers show up on a typical day,
a fraction of the 40 or so who were given of-
fice space after pledging to come in at least
2 days per pay period.

Weinberg thinks a more likely
reason for Perdue’s decision was
his desire to be “a good soldier”
in carrying out Trump’s assault
on the federal workforce. Soon
after Kansas City was chosen,
White House Office of Manage-
ment & Budget Director Mick 200
Mulvaney explained that the de-
sire to downsize was the impe-
tus for the move.

“It’s nearly impossible” to fire
federal workers, Mulvaney told
a meeting of Republican loyal-
ists. But moving them to the na-
tion’s heartland, he explained,
is “a wonderful way to stream-
line government.”

ERS’s mission to provide rig-
orous analyses of federal agri-
cultural policies had historically
made it an attractive target. Its
predecessor agency, the Bu-
reau of Agricultural Econom-
ics (BAE), provided data former President
Franklin Roosevelt used to carry out his
New Deal programs, which helped lift the
country out of the Great Depression. At the
time, “That work pissed off Republicans and
some Democrats” opposed to social welfare
programs, MacDonald recalls. “Then it be-
gan working on segregation and discrimina-
tion in agriculture, which pissed off some
very powerful southern Democrats.” Former
President Dwight Eisenhower actually dis-
mantled BAE, but former President John F.
Kennedy Jr. reconstituted it in its present
form in 1961.

Over the past 6 decades, ERS’s indepen-
dent analyses have continued to rankle
those in power. In 2004, for example, it pub-
lished an article exploring alternative ways
to distribute some $22 billion in agriculture
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@ Journal articles

grants to the states. The goal was to find ap-
proaches that might improve environmen-
tal practices or boost economies, instead of
simply stimulating greater production of
commodities such as soybeans and corn.

Some senior USDA officials objected to
the proposals, which might have hurt large
commodity producers. “I had to sit through
a whole lot of meetings, some in the sec-
retary’s office, getting berated by political
appointees about what ERS should and
shouldn’t be allowed to publish,” recalls the
paper’s lead author, agricultural economist
Susan Offutt, who was ERS administrator
from 1996 to 2006. “But the undersecretaries
for research never caved. They said, ‘That’s
what ERS is supposed to do.”

Two more recent ERS studies may have
helped trigger Perdue’s decision. They
found that the wealthiest farmers reaped

Fewer articles
The massive turnover from ERS's relocation, announced in 2018, caused a sharp

drop in the number of journal articles and research reports. USDA has prioritized
outlook reports, which are mandated by Congress.

Outlook reports @ Research reports

During FY2020, ERS staff
published half as many
journal articles and reports
as they did in FY2018.

FY2018

The U.S. fiscal year starts on 1 October of the previous calendar year and ends on 30 September.

FY2019 FY2020

most of the benefits from Trump’s 2017 tax
cuts and that those at the bottom of the
income scale actually paid more in taxes.
The studies, presented at the premier
conference of U.S. economists in January
2018, were written up by The New York
Times the day before Trump spoke at the
American Farm Bureau Federation’s an-
nual convention.

“[Perdue] got blindsided,” Weinberg says.
“And if all [Perdue] knows about us is the
pain points, then it’s easier for him to say,
‘Let’s just get rid of ERS.”

ERS EMPLOYEES TRIED TO FIGHT BACK. Just
hours before the August 2018 announce-
ment that the agency would be relocated,
Perdue transferred its leader, economist
Mary Bohman, to another USDA unit. With

FY2021

no one to speak up for the agency as events
unfolded, a group of ERS employees de-
cided to take matters into their own hands
and seek representation by a labor union.

“The idea was that, after we became
unionized, perhaps we could get a collective
bargaining agreement in time to bar reloca-
tion,” says one researcher who was active in
the effort. ERS staff voted overwhelmingly
to join Local 3403 of the American Federa-
tion of Government Employees, but they
couldn’t block the move. “That was prob-
ably wishful thinking, but for a time it in-
jected some optimism,” the researcher says.

Having failed to stop the relocation, many
staffers decided to leave. MacDonald, for in-
stance, joined the faculty at the University
of Maryland. Its gain is ERS’s loss, accord-
ing to Weinberg. “We’ve been trying to fill
his position for years,” she says. “But you
can’t replace Jim MacDonald.”

The huge number of depar-
tures has greatly altered the de-
mographics of the agency. The
number of ERS staffers with
more than 2 years of experience
plunged from 177 to 88, accord-
ing to GAO. And the workforce
became less racially diverse,
with the number of Black or
African Americans staff falling
from 22% (60) in 2018 to 9%
(21) in 2021.

Out of loyalty, Greene agreed
to come back for 1 year as a con-
tractor to finish a massive study
of how organic agriculture has
evolved since the government is-
sued its first regulations in 2000.
The goal was to provide a base-
line for future analyses. “The
idea was to transfer institutional
knowledge that I had created
on organic agriculture,” Greene
explains. But the organics team
is now a shadow of its former self, she says.
“The program was essentially killed. So who
are you transferring this knowledge to?”

Offutt believes the same vacuum exists
across the agency. “I don’t want to cast as-
persions on the current staff,” she says, “but
when you lose people who have decades of
experience, know a lot of people in Wash-
ington, and understand how to do policy
analysis, it takes a long time to rebuild that
human capital”

At the same time, the relocation was a
boon to other employers, both inside and
outside the government. “The ERS commu-
nity of researchers had no problem finding
good jobs,” Hellerstein says. “The thinking
was, if you work for ERS, you must be good.”

Dan Bigelow, an agricultural econo-
mist who left ERS for a faculty position
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at Montana State University and is now at
Oregon State University, says he applied
to 20 places and “got 15 initial interviews
and eight or nine fly-out offers,” an un-
usually positive response to an academic
job search. “There’s no way I would have
been that successful had I not spent those
3 years at ERS,” he says.

But landing on your feet is not always
the same thing as pursuing your passion.
“Leaving ERS marked an abrupt end to my
research program, which I felt was just pick-
ing up steam at the time,” says one former
ERS economist who has remained in the
government. Since then, “I've had a new job
every year and a half or so,” the economist
says, explaining, “If you can’t do what you
really want to do, you might as well move
up the [federal pay scale].” At the same
time, “I'm trying to publish what’s probably
the last paper I’ll ever write.”

TEN MONTHS AFTER THE MOVE to Kansas
City, the Trump administration named ag-
ricultural economist Spiro Stefanou as per-
manent ERS administrator with a remit to
rebuild the staff. Stefanou, an expert on pro-
ductivity measures, declined a request for
an interview. But Weinberg and others say
he has managed to attract both promising
early-career scientists and more seasoned
researchers by upholding the agency’s high
standards and sense of mission.

“I interviewed for academic jobs, govern-
ment jobs, and consulting jobs,” says one
newly minted Ph.D. economist who started
at ERS several months after the agency relo-
cated. “But I'm really drawn to public service
and to doing research that will help alleviate
poverty. I guess I'm biased, but I think ERS is
still the premier place to do work in this area.”

ERS has also hired back a few dozen re-
searchers who fled because of the chaos
and uncertainty accompanying the move.
“I wasn’t interested in a job in Kansas City,
but fortunately, a position doing exactly the
same thing I had been doing opened up in
D.C., and I was happy to take it,” says one
economist who asked to remain anonymous.

But the nature of the work has changed,
the economist adds. They mention the need
to spend more time mentoring younger
staff and sharing ERS’s institutional culture
with new arrivals. “I think we’re having suc-
cess, but there’s only so much of that you
can do along with your regular job.”

Those added duties could help explain
why the number of peer-reviewed journal
articles from ERS staff dropped sharply in
the first 2 years after the move before recov-
ering to previous levels, according to GAO.
It found that ERS did a better job of pump-
ing out its forecast reports, which are man-
dated by Congress. But MacDonald, who like
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“I calculated that more
than 2000 years of
ERS experience vanished
in 3 months.”

Marca Weinberg
former acting ERS administrator
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“Without ERS, [the U.S.
Department of Agriculture]
would be left with relying
on commodity trade
groups and advocacy groups
to make stuff up.”

Jim MacDonald
University of Maryland

Weinberg and Hellerstein has been work-
ing part time for ERS as a USDA contrac-
tor, thinks the quality of both the required
reports and the journal articles has suffered.

“We’re not as imaginative in what we’re
doing, because we don’t quite under-
stand as deeply what were digging into,”
MacDonald says. “The new people don’t
have that long history with working with
previous reports or with other agencies,” he
adds, citing as an example the agency’s re-
duced focus on antibiotics.

Behavioral economics is another area
where ERS has lost its edge, according to
Weinberg. Running randomized, controlled
trials to learn whether farmers respond to
economic incentives to adopt more envi-
ronmentally friendly practices is difficult
and expensive under the best of circum-
stances, she says, and ERS has lost most of
the experimental economists trained to do
that work. “I think it will come back, but it
makes me sad,” she says about the program.

Offutt sees a more profound difference
in the reconstituted ERS. She thinks the
agency is less willing to stick out its neck by
tackling issues that are politically sensitive.

“You don’t see things about the distribu-
tion of payments,” she says. “You don’t see
things about whether conservation pro-
grams are effective, or what fertilizer flow-
ing off Iowa does to oxygen levels in the
Gulf of Mexico. And the stuff they’re doing
on climate change is mostly descriptive.”

“So yes, theyre back to what looks like
full strength, and the number of reports
may be the same,” Offutt continues. “But the
nature of the output has changed. It’s less
relevant to policy.”

WITH TRUMP BACK in the White House,
Weinberg says she’s been telling the staff
to “keep their heads down and just do your
work. It’s good for your mental health, and
it’s also good in case you decide to go on
the job market.”

Even so, the recent upheaval has affected
morale and culture. “It still feels like we're
in limbo,” a current ERS economist based
in Kansas City said last month, referring to
widespread speculation that the Trump ad-
ministration would try to end remote work.
“Everything seems so fragile” Adds one
‘Washington, D.C.-based ERS economist, “Ev-
erybody is under a lot of stress.” (Just before
this article went to press, Trump ordered fed-
eral employees to return to the office.)

MacDonald is blunt when asked what it
would mean to decimate ERS again. “With-
out ERS, USDA would be left with relying
on commodity trade groups and advocacy
groups to make stuff up,” he asserts. “The
information would be lower quality, and it
would be packed with lies.”
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SCIENCE AND DEMOCRACY

Taking responsibility: Asilomar and its legacy

A reappraisal of the constitutional position of science in American democracy is needed

By J. Benjamin Hurlbut

n February 1975, leading molecular bi-
ologists gathered at the Asilomar con-
ference center on the California coast to
evaluate risks of the emerging technol-
ogy of recombinant DNA and to estab-
lish guidelines to govern research. The
meeting is remembered as a defining mo-
ment in the making of molecular biology.
Yet its legacy lies not in specific rules it de-
veloped but in the approach to scientific
self-regulation that it crystallized. Five dec-
ades later, this near-mythic “meeting that
changed the world” is held up as a prece-
dent to celebrate and a model to emulate:
Scientists take responsibility for governing
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themselves, solidifying public trust while
securing future benefits of technology for
society. But although this may elicit public
acquiescence and secure scientific auton-
omy in the short run, ultimately it has en-
gendered reactive distrust. The 50th
anniversary affords a moment for taking
stock of Asilomar’s legacy and its implica-
tions for science and democracy. Its les-
sons are difficult.

The Asilomar meeting is held up as an
exemplar of how scientists can navigate
between the Scylla of technological risk
and the Charybdis of public reaction and
overregulation (I). The Asilomar myth
encourages scientists to define what is at
stake in emerging science and technology

and whether and when those stakes re-
quire democratic attention (2). It invites
them to draw upon the public credibility of
science as a source of disinterested exper-
tise to set the terms of debate and frame
problems and solutions, thereby influenc-
ing (or dissuading) policy-makers who do
not want to be seen as ignorant or scien-
tifically regressive. This approach empow-
ers technical experts to define appropriate
societal concerns while discouraging dis-
agreement on the ground that premature
or ill-informed democratic engagement
will inhibit innovation and deny society
its benefits. This science-first, ethics-later
paradigm construes democratic oversight
as a potential threat to science because
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Maxine Singer, Norton Zinder, Sydney Brenner,
and Paul Berg participated in the
Asilomar Conference, February 1975.

only science is positioned to separate real
risks from imagined concerns and hence to
see into the technological future.

CONTAINING CONTROVERSY

In 1974, molecular biologists recognized that
emerging recombinant DNA experiments
might generate new biohazards. In an un-
precedented move, they adopted a voluntary
(if controversial) moratorium. The Asilomar
meeting aimed to develop consensus recom-
mendations for safely resuming research. It
gathered dozens of leading scientists in the
emerging field of molecular biology, a small
handful of lawyers and social scientists, and
a few journalists.

Molecular biologist and conference co-
chair David Baltimore opened Asilomar by
explaining that the focus would be “unusual
for a scientific meeting.” The assembled sci-
entists would ask: “What should be done?
‘What should we know before doing certain
things?” [(3), p. 148]. Discussion focused on
the potential for recombinant experiments
to create dangerous new pathogens, but an-
other risk also loomed large for participants:
the possibility that public nervousness might
lead to governmental overreaction and need-
less restrictions.

Some objected to any systematic regula-
tion of research, voluntary or otherwise, as an
abrogation of scientific freedom. But Sydney
Brenner, a conference co-organizer, repeat-
edly warned that failure to act would result
in public condemnation and governmental
interference. Self-regulation, he said, would
protect the autonomy of science.

Brenner was heard. The scientists pro-
duced consensus recommendations for the
National Institutes of Health’s (NIH’Ss) re-
cently formed Recombinant DNA Advisory
Committee (RAC) to administer. Conse-
quently, research was governed not by formal
regulations but by flexible guidelines, imple-
mented and updated primarily by research-
ers. In short, Asilomar successfully kept
research governance in the hands of science.

Yet, decades later, Asilomar is remembered
as a victory for both democracy and science.
It remains a touchstone for good regulation
wherein experts take responsibility on be-
half of society for assessing risks and guiding
development of emerging technology. Paul
Berg, the primary organizer of the meeting
who later won the Nobel Prize for fundamen-
tal contributions to recombinant DNA, said
Asilomar marked “the beginning of an excep-

School of Life Sciences, Arizona State University, Tempe, AZ,
USA. Email: bhurlbut@asu.edu
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tional era for science and for the public dis-
cussion of science policy” [(Z), p. 290]. On the
meeting’s 25th anniversary, Donald Fredrick-
son, NIH director in 1975, proclaimed: “from
the awesome promise of Asilomar has come
a new science, a new medicine, and a new
industry” For Fredrickson, Asilomar’s pri-
mary achievement was not containing risks,
overestimated in retrospect, he believed, but
as an experiment in democracy. The engage-
ment of “science, public, government, and in-
dustry with questions about the meaning of
the social compact” was “an entry point into
the future [(4), p. 181].

Thus, the heart of the Asilomar myth be-
came a “social compact” in which scientific
self-regulation stands in for democratic gov-
ernance. Numerous meetings rearticulating
this understanding have been held at Asilo-
mar—on geoengineering, embryonic stem
cell research, artificial intelligence; rituals of
reenactment to recapture an original power.

The connecting thread is the perceived risk
of public challenges to scientific sovereignty.
By acting first, experts seek to assuage public
anxieties, showing that someone is in charge
and paying attenton, even when they might
otherwise dismiss concerns as unfounded.
Taking responsibility is performative as well
as preemptive. By reframing problems of
governance as essentially technical matters
within their sole jurisdiction, experts assert
their competence to serve public needs better
than any nonexpert democratic institutions.

MAKING POLICY IN PRIVATE

Yet already in 1975, some saw that the sci-
entists at Asilomar had claimed not just the
ability but also the authority to govern a pow-
erful new technology for transforming life.
Senator Edward Kennedy (D-MA) objected
to Asilomar, not because he doubted the sci-
entists’ integrity or expertise, but as a usur-
pation of democratic authority: “They were
making public policy, and they were making
it in private” [(5), p. 188].

If the meeting was an expression of scien-
tific responsibility, it was also an exercise in
control. The scientists claimed that a com-
plex, technical domain must be governed
by those who knew it best—who understood
what is known and unknown, and thus “what
should be done” to regulate this emerging
technology. A less noticed corollary, how-
ever, was that by asserting the right to define
what needs governing, scientists also circum-
scribed the issues to technical considerations
within their scope of expertise. Recombinant
DNA emerged against a backdrop of height-
ened concern about science’s contributions to
environmental degradation, military technol-
ogy, and human research abuses like Tuske-
gee (6). Yet Baltimore began the meeting by
declaring issues of biosecurity and social and

ethical issues out of bounds because they
were “peripheral,” raising “complicated ques-
tions of what’s right and what’s wrong” that
were secondary to deciding “what should be
done” [(3), pp. 148-149].

The Asilomar scientists delimited ques-
tions of governance largely to physical con-
tainment. In so doing, they also limited the
uncertainties they had to address, waving
off concerns about social, ethical, economic,
and environmental risks as too specula-
tive, downstream, irrelevant, or irresolvable,
even as they preached the vast potential of a
new biotechnology. In short, they abdicated
responsibility for the social and ethical di-
mensions of a technology even as scientists
asserted that it was for the good of society.
This move neatly restricted the perspectives,
both expert and public, that needed to be ad-
dressed: If engineered products could be kept
contained in labs, then so too could questions
of how to govern them.

Scientists positioned themselves as custo-
dians of the public good as well as their own
sovereign territory. In 1977, 137 molecular
biologists wrote an open letter to Congress
warning that “the benefits of recombinant
DNA will be denied to society by unneces-
sarily restrictive legislation” [(3), p. 266]. Not
wanting to defy expert’s predictions, Con-
gress dropped recombinant DNA from the
legislative agenda.

In sum, Asilomar crystallized an image
of science and democracy in which society’s
institutions can only inhibit, not guide or
govern, science at its frontiers. Indeed, in
congressional hearings on human cloning 20
years later, NIH director Harold Varmus in-
voked Asilomar to educate on the virtues of
democratic inaction: “Much deliberation was
given to the question raised by the cloning
of DNA...the consequence of not having leg-
islation to prevent such research is directly
linked to the fact that we now have an ex-
tremely vibrant and benefit-generating bio-
technology industry in this country” [(7), p.
23]. The lesson for governance: “Science and
legislation frequently do not mix very well”
[(7), p. 24].

These moves—treating risk as knowable
and governable by scientific experts while
construing the frontier of future technological
benefits as endless only if democratic institu-
tions get out of the way—are all too common.
Paradoxically, nondemocratic governance
was seen at Asilomar and beyond as essential
for the public good. Yet, the consequence of
dismissing public worries as premature, re-
actionary, ignorant, or irresponsible was to
focus narrowly on scientifically assessable
risks of immediate next steps that scientists
could imagine—on the isolated experiment
rather than where a line of research might
lead and what challenges it might create.
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This displaced opportunities for democratic
articulation of visions of the good that could
(and should) orient agendas of research and
innovation. It delayed deliberation on what
kinds of technological futures society wants
until after enormous barriers to altering
course were already erected—technologies
developed, intellectual property acquired,
capital invested, companies established. Any
attempts to intervene earlier were seen as
an abrogation of scientific freedom and a
threat to the economic and social benefits of
innovation.

SCIENCE FIRST, ETHICS LATER

The notion that governance must begin with
expert-driven risk assessment and standard
setting—safety first, ethics later—enshrines
expert governance as primary, and some-
times as all the governance that is needed.
Asilomar’s categorical prohibition of field
release of genetically modified organisms
(GMOs), for example, silenced debate about
what environmental release means—ethi-
cally, culturally, economically, and legally, as
well as in terms of safety and health. When
the time came for the RAC to evaluate a pro-
posed field release, it followed the Asilomar
playbook and treated the field like a labora-
tory rather than shared public space. Seeing
minimal risk, RAC summarily dropped the
prohibition, thereby setting loose a fierce
controversy over GM agriculture that persists
to this day (8).

When the world learned in late 2018 that
children with edited genomes had been born
in China, the presidents of the US National
Academy of Sciences and National Acad-
emy of Medicine, and the Chinese Academy
of Sciences responded by condemning the
experiment and calling for “research guide-
lines” and “specific standards and criteria”
to control how such experiments should be
done safely. Yet it was (and remains) a mat-
ter of considerable ethical concern whether
heritable human genome editing will ever
be acceptable. Claiming jurisdiction to “con-
vene needed international expertise and to
help foster broad scientific consensus on the
responsible pursuit of human genome edit-
ing research and clinical applications,” the
presidents noted that “the model of Asilomar
offers important lessons” (9). The lesson in
question is that when it comes to the gover-
nance of science and technology, what is right
and responsible is first a matter for “scientific
consensus,” and only then for societal judg-
ment. Society needs science to show what it
means to be responsible. Science should act
first, and society should follow.

This pattern is an inheritance of Asilomar:
Experts treat the advent of new technology
as the warrant for writing new rules of the
road, as if prior thought and norms are sud-
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denly obsolete. Genome editing becomes an
entirely new concern, even if the ethical is-
sues at stake—the responsibilities of procre-
ation and parenting—have been subjects of
thought for millennia. This foregrounding
of technological novelty limits the forms of
expertise recognized as relevant: Much is
opined about molecular risks, little about
cultural, legal, and religious encroachments
on the integrity of human life. The emphasis
on scientific consensus silences voices with
much to contribute and handicaps the capac-
ity for robust deliberation while it authorizes
science to set the terms of debate.

Notably, this is precisely the logic that
drove He Jiankui to create the “CRISPR ba-
bies” in the first place. “If we are waiting
for society to reach a consensus...,” he said,
“it’s never going to happen. But once one or
a couple of scientists make first kid, it’s safe,

“This way of doing husiness
not only flouts democracy but
is contrary to science.”

healthy, then the entire society including sci-
ence, ethics, law, will be accelerated. Speed
up and make new rules” [(10), pp. 229-230].

In the distributed environment of global
science, making policy in private, expert
settings on matters that concern all of hu-
manity—whether by “rogue” scientists or
scientific academies—has become the norm.
When a professional scientific organization
like the International Society for Stem Cell
Research (ISSCR) convenes a closed-door
committee to define (or abandon) limits on
experimentation on forms of human life that
a vast number of people globally consider in-
violable, it is making public policy in private.
ISSCR guidelines inform ethical standards
for universities, companies, and scientific
journals. Yet its ingrown processes radi-
cally constrain the range of thought that is
brought to bear, producing policies that are
parochial, partisan, and underdeveloped, to
the point of alienating publics who justifiably
view the process with skepticism.

Such secluded policy-making wraps pro-
fessional self-interest in the mantle of scien-
tific expertise. This exploits the essential role
that science plays as a source of disinterested
knowledge in guiding public judgment. Thus,
it risks doing damage to the public credibility
of science. It hardens reasonable disagree-
ment into oppositional dissent, expressed
in political and legislative arenas where
grandstanding can displace nuance and
deliberation.

Societies that buck the Asilomar model of
scientific self-governance, imposing their own

limits through public law and regulation, risk
being marked as scientifically regressive and
falling behind. Others on the fence shrug off
their ambivalence on the theory that because
someone somewhere will do the problematic
research, it’s better to stay competitive and
forge ahead responsibly at home.

For science, the pill of regulation is less
bitter when deliberation focuses on techni-
cal matters—ensuring safety and efficacy
or reducing off-target effects—and does not
demand thinking too hard about what kind
of society innovation might bring into being.
This is an approach to global governance that
turns the race to international scientific and
technological leadership into an ethical race
to the bottom.

This way of doing business not only
flouts democracy but is contrary to science.
Keeping the doors closed, constraining the
terms of debate, and excluding perspectives
deemed to be unreasonable or inconvenient
cuts against the spirit of scientific inquiry. It
suppresses questions rather than encourag-
ing them. It discourages disagreement and
dissent, including within the scientific com-
munity itself. And it encodes limited imagi-
nation and norms of neglect into practices of
research and innovation, virtually guarantee-
ing future controversy.

THE POWER OF CONSENSUS
Sydney Brenner and his colleagues believed
consensus was essential for Asilomar’s public
credibility. To speak truth to power, science
needed to speak univocally. That perfor-
mance of “scientific consensus” is still seen
as central to the political authority of exper-
tise. It is no surprise, then, that scientists
fear expressions of ambivalence within the
community will unleash public skepticism.

Scientific communities often discourage
expressions of disagreement about “what
should be done” from within their own ranks.
As a science and technology studies scholar
who studies the nexus of science and eth-
ics, I have had many conversations in which
scientists expressed ethical discomfort with
research in their own fields, sometimes even
within their own labs. Yet almost without
fail, these conversations happen in hushed
voices during conference coffee breaks or
some similarly private setting. My scientist-
interlocutors worry that raising any sugges-
tions of limits will be seen as legitimating
public distrust and could jeopardize their
professional standing. In my experience, this
applies no less to elite scientists—National
Academies members and candidates for the
Nobel Prize—than to vulnerable assistant
professors and graduate students.

Freedom to disagree is the lifeblood of
scientific inquiry just as it is of democracy.
Debates within science should center no less
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Since the 1975 conference, similar events have been held at Asilomar on geoengineering, embryonic stem cell research, and
artificial intelligence—"rituals of reenactment to recapture an original power.”

on ideas of value and virtue that underwrite
its projects of inquiry than on the knowledge
and technologies science produces. Yet for a
profession that insists on defining its own
limits, discussion of limits is notably rare.

As a consequence, internal scientific
consensus on matters of wider social con-
cern tends to be overstated, whereas those
who raise questions get accused of being
ideological or “anti-science.” This asymme-
try warps deliberation on matters where
knowledge and values are inevitably inter-
twined and must necessarily be resolved
together. Instead, democratic scrutiny of
expertise—essential to the health of both
science and democracy—transmutes into
a politics (of both right and left) of tarring
particular experts and institutions as politi-
cally motivated. This form of criticism valo-
rizes the political authority of science in the
abstract—power should defer to “real” sci-
ence—even as it hollows out the credibility
of actual scientific experts and expert in-
stitutions. If “scientific consensus” decides
“what should be done,” science becomes the
focus of political disagreement, producing
dissensus and fracture.

SETTING LIMITS

Could it be otherwise? Science recently pub-
lished an exception that proves the rule.
Nearly 40 leaders in biotechnology took the
rare step of calling for prohibiting some
forms of basic research that might facilitate

SCIENCE science.org

development of a potentially dangerous tech-
nology known as “mirror life” (17). But impos-
ing limits should not be limited to areas that,
like this one, may have the potential to de-
stroy life on Earth. Fifty years after Asilomar,
we have capacities to fundamentally trans-
form life, both human and nonhuman; to
engineer planetary systems; to deploy digital
agents to control, manipulate, or militarize
our social and technological infrastructures.
Limits are a democratic imperative.

Further, the mirror life statement is no-
table for its outcome, but not for its process,
which followed the conventional pattern of
expert deliberation on risk and safety. The
authors rightly call for broader discussion.
But decades of discouraging deliberation
at the frontiers of science have produced
a deficit of public capacity. As a leader in
innovation, the US has an obligation to
foster deliberative capacity, yet it has done
so poorly. For instance, no national bioeth-
ics council has existed in the United States
since the end of the Obama administration—
a result of bipartisan neglect. The National
Academies have stepped into the breech,
but even when they act at Congress’s be-
hest, their members define the parameters
of deliberation, decide what perspectives
and forms of expertise should be included,
and conduct closed door deliberations de-
signed to produce consensus. The outputs
of these Asilomar-like processes, though of-
ten technically excellent, are a poor substi-

tute for deliberative democracy.

Neither is academic bioethics or invest-
ment in ethical, legal, and social issues
(ELSI) research alone a corrective to this
democratic deficit in science governance.
Bioethics too can be swayed by Asilomar’s
mythology. In 2010, several of the “mirror
life” authors raised concerns to Obama’s
bioethics commission about synthetic bi-
ology governance. To their frustration, the
commission invoked Asilomar to shift re-
sponsibility back to the scientists, assert-
ing that at “this early stage of research,”
they should self-regulate because they
“typically are the first to notice the labora-
tory door ajar.”

ELSI research is often embedded in
the science-first paradigm, not least be-
cause that is how it is funded: responding
to downstream implications of ethically
fraught science and technology, rather
than critically assessing the contexts—the
institutions, processes, culture, and con-
figurations of power and authority—that
generate them, or the causes of social con-
troversy or breakdown that they may elicit.

How might things have looked different
if the legacy of Asilomar had been a seri-
ous commitment to fostering democratic
capacity to reflect on the collective moral
understandings and commitments that
should guide scientific and technological
projects? Would a more open, deliberative,
and capacious approach to governance
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have avoided the corrosive politics of dis-
trust we are now facing?

WHY THE LEGACY MATTERS

In 1976, Asilomar’s legacy looked uncertain.
Controversy had erupted. Cambridge, Mas-
sachusetts, home to Harvard and the Massa-
chusetts Institute of Technology (MIT), was
contemplating a ban on recombinant DNA
research.

In a contentious City Council hearing
(archived by MIT at https://archivess-
pace.mit.edu/repositories/2/archival_ob-
jects/303079), Councilman David Clem
asked NTH molecular biologist and Asilomar
co-organizer Maxine Singer: “Dr Singer, do
you believe, personally, that there should be
civilian control over the military?” Singer,
nonplused and perplexed, responded: “That
is a very difficult question for me to an-
swer...it is something unexpected and not
right on the topic.”

The exchange offers an important lesson.
Singer’s response reveals the deficit at the
heart of Asilomar. Whereas for Singer, good
governance meant deference to expertise—
following the science—Clem saw an essen-
tially constitutional problem of power and
authorization. Clem rejoined: “I think it is
on the topic because I think that is, in fact,
the fundamental issue here...I don’t have the
expertise to analyze or investigate any type
of laboratory facility at Harvard University.
But...there...is an important principle in this
country that the people who have a vested
interest in certain types of activity shouldn’t
be the ones who are charged with not only
promulgating it but regulating it.”

For Singer and her colleagues, the an-
swer to Baltimore’s question “what should
be done?” was Asilomar: democratic defer-
ence to the technical judgment of a carefully
limited group of experts whose knowledge,
however incomplete, was sovereign. Clem
wanted something more durable: a constitu-
tional guarantee that governance by experts
should be by delegation, not appropriation.

WHAT SHOULD BE DONE?

A half-century into the biotechnology revo-
lution, we need a reappraisal of the consti-
tutional position of science in American
democracy (8). We need to valorize am-
bivalence alongside certitude, affirming
that questions of what should be done and
what must be known are inevitably and
inextricably intertwined—and thus must
be asked repeatedly and inclusively (12).
To be truly progressive achievements, sci-
ence and technology must be informed by
and in the service of society’s values. Tech-
nological progress thus understood is first
a democratic project of collective moral
imagination.
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Asilomar’s legacy inhibits this kind of
constitutionalism. It robs democracy of
the difficult yet essential task of determin-
ing what should be done and what must be
known—and who must be empowered to
know—for a technologically advanced soci-
ety to govern itself well.

The inheritance of Asilomar is better
understood in Clem’s terms, not Singer’s.
Its legacy is not the long-since obsolete
consensus that scientists assembled over
three and a half days in 1975, but a de facto
constitutional settlement that was never

“...a constitutional guarantee
that governance hy
experts should be by delegation,
not appropriation.”

properlysubjectedtodemocraticratification—
exclusionary in its politics, suppressive of
the democratic imagination, and lacking in
checks and balances. It prioritizes technical
expertise, discourages public deliberation,
and truncates our collective capacity for
asking “what should be done?” Instead,
publics are shunted to a slower track that
says: Keep out till science tells you what is
justifiable to deliberate on.”

The time is ripe for change—for a “sec-
ond enlightenment” that enhances the
role of science in public reasoning by re-
thinking its place in democracy (13). A new
enlightenment requires more than minor
correctives to established patterns of sci-
entific self-governance. Tacking on a for-
mal process—a citizen’s jury or a bioethical
consultation—that ticks a box on the linear
path of self-governing innovation is more
opiate than cure.

Fortunately, there are glimmers of
change. Agenda-setting organizations like
the Organization for Economic Coopera-
tion and Development, long committed to
purely technocratic and economic concep-
tions of innovation, are awakening to the
need to center the question of responsibil-
ity in structuring regimes of innovation
(14). The Steering Committee on Bioethics
of the Council of Europe has foregrounded
capacity building for public debate as es-
sential for protecting human rights in
biomedicine. Even efforts to foster deliber-
ation in the tradition of Asilomar like the
three international summits on human ge-
nome editing have taken steps to broaden
deliberation. But displacing old habits and
building capacity that fosters new and bet-
ter ones takes time, practice, and often-un-
comfortable self-critique (75).

This spring, the Global Observatory on

Genome Editing (of which I am a co-direc-
tor), itself an experiment in deliberation,
will host a summit that, contra Asilomar,
radically expands the range of questions
and perspectives that societies should
take into account. It will begin with di-
verse understandings of the meaning of
being human—cultural, legal, religious,
and scientific—and explore their implica-
tions for projects in biotechnology. The
hope is to start laying the groundwork for
a genuinely global social compact that con-
tends with the distribution of benefits and
harms and the asymmetries in power and
resources that order global science and
technology. It will eschew the drive for sci-
entific consensus in favor of cosmopolitan
deliberation that affirms disagreement and
aspires to mutual understanding and hu-
mility over artificial univocality.

That projected meeting is but one small
step on a winding pathway. Traveling it re-
quires abandoning Asilomar’s ideology of
linear progress. We must ask anew what
experiments should be done—not merely
in the enclaves of science and technol-
ogy but in the laboratories of democracy
worldwide—such that our scientific and
technological projects can more truly align
with democratically articulated imagina-
tions of the good. Let us celebrate this 50th
anniversary of Asilomar by relegating it to
the past where it belongs and embracing
the hard task of democratic renewal that
lies before us.
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Scratching more than an itch

Enhanced antibacterial skin inflammation is an adaptation

of the itch-scratch cycle

By Aaron Ver Heul

any people can relate to feeling the

urgent need to scratch an itch. As

the primary barrier surface and

largest organ in the body, the skin

has evolved a vast repertoire of im-

mune and sensory functions that
can manifest as inflammatory rashes and
sensations such as pain and itch to protect
the host (7, 2). The capacity to both sense
itch and behaviorally respond by scratch-
ing evolved hundreds of millions of years
ago. Yet, the possible survival advantages
conferred by the itch-scratch reflex remain
unclear. On page 489 of this issue, Liu et al.
(3) report the identification of a neuroim-
mune circuit whereby scratching engages
signaling pathways that enhance immune
cell-mediated antibacterial skin inflamma-
tion. This may have implications for under-
standing and treating a range of conditions
with an itch-scratch component.

Skin is densely innervated by distinct pop-
ulations of sensory neurons that respond to
a variety of different stimuli. Classically,
neurons have been defined by morphology
and function, including by their axon thick-
ness and the velocity at which they conduct
electrical signals. Sensations of itch (pru-
riception) and pain (nociception) are pri-
marily transmitted by neurons with thin,
unmyelinated, and slowly conducting axons
that are generally classified as C fibers (4).
Most C fibers express transient receptor
potential cation channel subfamily V mem-
ber 1 (TRPV1) ion channels, which convert
peripheral chemical and physical stimuli
to sensory signals that are perceived as
burning pain (5). Yet, both itch-responsive
neurons (pruriceptors) and pain-responsive
neurons (nociceptors) can express TRPVI,
which has led to debate about whether
itch and pain represent distinct sensations.
When TRPV1 was ablated from all cells in
mice except neurons expressing the pru-
ritogen receptor Mas-related G protein-
coupled receptor member A3 (MrgprA3),
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the animals exhibited itch behavior rather
than pain behavior in response to an intra-
dermally administered TRPV1 agonist, thus
establishing MrgprA3-expressing neurons
as bona fide pruriceptors (6).

It is increasingly appreciated that C fi-
bers do not simply send sensory signals,
such as itch, to the central nervous system

Scratching enhances skin
defense

Allergens and bacteria that breach the skin barrier
can trigger dermal mast cells to activate itch-specific
neurons. This directs scratching behavior to the
affected area, provoking other neurons to enhance
local inflammation and host skin defense.
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FceRI, Fc epsilon receptor 1; IgE, immunoglobulin E; MrgprA3 or
MrgprB2, Mas-related G protein—coupled receptor member A3 or B2;
S. aureus, Staphylococcus aureus; TNF, tumor necrosis factor; TRPVI,
transient receptor potential cation channel subfamily V. member 1.

but that they can also transmit stimuli to-
ward the periphery by releasing neuropep-
tides that potently modulate the local tissue
environment (7, 2). C fibers bearing TRPV1
play key roles in coordinating inflammation
in response to a variety of infectious and
environmental insults. Indeed, activation
of TRPV1 neurons in mouse skin by optoge-
netics, even in the absence of inflammatory
stimuli, induces them to release calcitonin
gene-related peptide (CGRP). Dermal den-
dritic cells respond to neuronal CGRP by
recruiting interleukin-17-producing gamma
delta T cells that subsequently confer pro-
tection from cutaneous infection with the
fungus Candida albicans (7). Conversely,
Streptococcus pyogenes, an organism that
causes necrotizing fasciitis, hijacks TRPV1
neurons to release CGRP, which suppresses
nearby bacteria-killing neutrophils, allow-
ing more-severe tissue infection (8). In
allergic skin conditions, the protease activi-
ties of certain allergens, such as those from
house dust mites, can stimulate TRPV1
neurons to release substance P (9), a factor
that drives local inflammation by stimulat-
ing mast cell degranulation (the release of
proinflammatory substances, including his-
tamine, cytokines, and proteases) (9, I0).
Substance P released by protease-activated
TRPV1 neurons also causes dermal den-
dritic cell migration from the skin to initi-
ate type 2 adaptive immune responses that
can contribute to the development of aller-
gies (11, 12).

Liu et al. build on these observations in
two important ways. They identify a circuit
involving distinct neuronal populations in
the mouse dermis whereby itch sensation
is decoupled from neuron-induced inflam-
mation. A population of pruriceptive neu-
rons that express MrgprA3 but not TRPV1
can detect allergic inflammation and signal
itch, whereas a separate population of neu-
rons that express TRPV1 but not MrgprA3
releases substance P to boost local inflam-
mation in response to scratching (see the
figure). This adds a new dimension to prior
findings that demonstrated direct activa-
tion of TRPVI1 neurons drives neurogenic
inflammation. Liu et al. also show that this
is not mediated through a local tissue sig-
naling axis but rather depends on scratch-
ing behavior coordinated through the
central nervous system. In addition to the
classical explanation of scratching as a de-
fensive adaptation to remove parasites and
toxins, these findings provide a physiologic
and molecular explanation for conserved
pathways requiring the itch-scratch cycle
to complete a neuroimmune circuit.

Immunoglobulin E (IgE) antibodies
likely evolved to protect against parasites
and toxins, but they also contribute to en-
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Neuroimmune circuits may underlie a purpose for itch sensation inducing scratching.

vironmental allergies. Mast cells are the
primary tissue-resident cells that mediate
IgE responses by expressing Fc epsilon re-
ceptor 1 (FceRI), the high-affinity receptor
for IgE (13). Additionally, neuropeptides,
such as substance P, can activate the mast
cell-specific receptor MrgprB2 in mice (or
MRGPRX2 in humans) to drive neurogenic
inflammation (9, 10). Notably, mast cells
are the central immune mediators in the
circuit identified by Liu et al., triggering
enhanced inflammation in the setting of
simultaneous stimulation by allergen- or
bacteria-specific IgE and substance P. The
involvement of IgE responsiveness greatly
expands the range of inputs that can drive
itch-induced neurogenic inflammation.
Rather than direct activation of TRPV1
neurons through a limited number of germ
line-encoded receptors as in prior studies,
any antigen recognized by IgE (generated
through adaptive immune responses) can
activate mast cells to elicit itch-scratch
behavior and feed into the newly identi-
fied neuroimmune -circuit. Maladaptive
conditions associated with exaggerated
type 2 immune responses often begin with
itchy skin inflammation and proceed in an
“atopic march” to include additional con-
ditions, such as asthma and food allergies
(14). Given increasing evidence that neu-
rogenic inflammation can drive IgE sensi-
tization to allergens (11, 12), it is possible
that the itch-scratch neuroimmune circuit
characterized by Liu et al. contributes to
the progression of allergic sensitizations
underlying the atopic march.

Prurigo nodularis (PN) is a highly de-
bilitating condition that can develop after
chronic activation of the itch-scratch cycle
(15). Although the pathogenesis remains
poorly understood, neuronal dysfunction
leading to severe itch followed by exagger-
ated neurogenic inflammation in the set-
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ting of intense scratching are hallmarks of
PN. In addition to allergic skin conditions
such as atopic dermatitis, systemic ill-
nesses such as diabetes and chronic kidney
disease are strongly associated with PN.
The notion of an itch-scratch circuit that
evolved to control cutaneous infections by
synergistically activating mast cells may
more broadly inform mechanistic under-
standing of other conditions, such as PN.
Perhaps diabetic neuropathy can aber-
rantly activate pruriceptors to initiate the
itch-scratch process, or elevated endog-
enous opioids in chronic kidney disease
can synergistically drive mast cell-medi-
ated neuroinflammation instead of IgE.
Notably, the mast cell-depleting therapeu-
tic monoclonal antibody barzolvolimab
showed marked efficacy in a recent phase 1
clinical trial for PN (NCT04944862). Thus,
beyond defining a previously unidentified
neuroimmune itch-scratch circuit, the find-
ings of Liu et al. may lay a foundation for
discoveries to help people suffering from
chronic itch.
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Catching
carbon fixation
without fixing

Structural snapshots
of an enzyme complex
reveal missing pieces
of a biological process

By Xiang Feng'2 and Douglas C. Rees!2

iological carbon fixation is a process

in which living organisms convert at-

mospheric carbon dioxide (CO,) into

metabolically usable organic com-

pounds, such as sugars or acetate.

This not only forms the foundation of
the food chain but is also vital for regulating
the global carbon cycle. The fixation of CO,
involves many enzymes and cofactors. Al-
though important features of the six known
biological carbon fixation pathways have
been established (7, 2), the sizes and tran-
sient natures of protein complexes have com-
plicated the capture of intermediate states
using structural methods such as x-ray crys-
tallography and nuclear magnetic resonance
spectroscopy. On page 498 of this issue, Yin
et al. (3) report high-resolution snapshots of
the Wood-Ljungdahl pathway (WLP), which
is one of the most efficient carbon fixation
mechanisms, using cryo-electron micros-
copy (cryo-EM). The results reveal the dy-
namics of key enzymes and could contribute
to designing such pathways for carbon cap-
ture and biofuel production (4).

The WLP, which is also known as the
reductive acetyl-coenzyme A (acetyl-CoA)
pathway, accounts for an estimated 20% of
biological carbon fixation (2). In this mecha-
nism, two CO, molecules are converted to
acetyl-CoA, a key metabolic intermediate
for carbohydrates, proteins, and lipids. The
WLP involves two enzymes: carbon monox-
ide dehydrogenase (CODH), which performs
a reversible conversion of CO, to carbon
monoxide (CO), and acetyl-CoA synthase
(ACS), which produces acetyl-CoA. Two cop-
ies each of CODH and ACS associate to form
the CODH/ACS complex. Carbon fixation by
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the WLP requires a coordinated delivery
of two CO, intermediates, CO and methyl
(CHj), to the A-cluster ([Fe4S4]-Ni-Ni) of
ACS, where acetyl-CoA is synthesized.
CODH coordinates two C-clusters, which
are the active sites for CO, reduction to CO.
A functional corrinoid iron-sulfur protein
(CoFeSP) produces CHjz from
CO,. However, it remains to be
clarified how conformational
changes within the CODH/
ACS complex orchestrate the
sequence of these reactions to
produce acetyl-CoA.

The work of Yin et al. pro-
vides a comprehensive frame-
work by visualizing missing
conformations of the WLP
intermediates using cryo-EM.
The A-cluster serves as a hub,
which is connected to three
branches that deliver CO, CH3,
and acetyl-CoA. The CO branch
transfers electrons from an
iron-sulfur protein (ferredoxin)
to the C-cluster of CODH,
where CO, is reduced to CO.
The CO subsequently diffuses
through a gas tunnel from the
C-cluster into ACS, where it ul-
timately binds to the A-cluster.
The CHj; branch generates a
methylcobalamin (vitamin B12)
species from CO, reduction on
the CoFeSP protein that subse-
quently delivers the CH3; group
to the A-cluster. The combined
binding of CO and CHj3 creates
the acetylated A-cluster, which
further reacts with the thiol
(SH) group of CoA to release
acetyl-CoA.

Yin et al. showed a criti-
cal design feature of ACS that
explains how the protein con-
formation changes for efficient carbon fix-
ation. Three domains (Al, A2, and A3) are
connected by flexible linkers (see the fig-
ure). Al forms the interface to the CODH
enzyme, and A3 contains the A-cluster.
This modular construction protects the A-
cluster and sequesters intermediates while
executing the reaction sequence to release
the product. ACS can adopt a folded con-
formation in which the A3 domain docks
to Al. This connects the A-cluster to a gas
tunnel that enables receipt of CO from
CODH. After CO binds to the A-cluster,
the domains of ACS swing outward by
more than 30 A to expose the A-cluster to
the CH;-donating CoFeSP protein. During
this transition, “gate” residues close the
gas channel, preventing the escape of CO
from the enzyme (5). After the release of
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CH,

acetyl-CoA, the ACS domains reset to their
original conformations for the subsequent
catalytic reaction. Reversing the order of
receiving CO then CHj3; has been shown to
yield the same product (6).

Yin of A-cluster et al. prepared the
CODH/ACS complex under anaerobic

Carbon fixation mechanism
The Wood-Ljungdahl pathway is one of the most ancient and efficient carbon
fixation mechanisms in microorganisms. The structural changes of a protein
complex that is involved in this process at intermediate stages were visualized by
cryo—electron microscopy. Conformational changes in the protein fold enable
binding of carbon monoxide (CO) and methyl (CH;) to the active site (A-cluster).
This process converts carbon dioxide to acetyl-coenzyme A (acetyl-CoA), which
is a key metabolic intermediate to carbohydrates, proteins, and lipids. The
reaction sequence can be 1-2-3-4 or 1'-2'-3-4.
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channel ﬁ)l
C
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The order of receiving CO and CH,
does not affect the final product. The
A-cluster can bind to CO followed by
CH; (1-2), and vice versa (1'-2").

CODH, carbon monoxide dehydrogenase; CoFeSP, corrinoid iron-sulfur protein.

conditions and in the presence of differ-
ent combinations of CO, ferredoxin, or
methylated CoFeSP substrates to capture
transient intermediates of the WLP. By
avoiding chemical fixation of the samples,
the captured states of the proteins closely
resemble their physiological forms. Visual-
izing a series of sequential conformational
changes underscores the advantages of
using cryo-EM to study transient pro-
tein states under conditions that closely
mimic those of the cellular environment.
In contrast to x-ray crystallography, which
requires a crystalline arrangement of
molecules, cryo-EM can take snapshots
of multiple reaction states of proteins in
solution. Advances in analysis software al-
low for detailed analysis of conformational
heterogeneity within cryo-EM datasets (7).

CCH
‘T@' [Fe,S,]-Ni-Ni

Additionally, improvements in the cryo-EM
sample preparation technique can shorten
the timescale to the millisecond range (8).
Together, these developments are expand-
ing the range of biochemical reactions that
can be investigated with cryo-EM.

The findings of Yin et al. highlight some
of the challenges in predict-
ing protein structure changes,
which are associated with the
rapid evolution of microor-
ganisms and fast adaptation
to different physiological envi-
ronments. The conservation of
ACS domains across different
microorganisms suggests that
similar large conformational
changes should occur in related
organisms. However, the inter-
face between ACS and CODH is
not conserved (9). For example,
a substantial change in this
interface has been observed
in Moorella thermoacetica (10)
and Carboxydothermus hy-
drogenoformans (11) compared
with Clostridium autoethano-
‘0 © genum, which Yin et al. stud-
'g_CH& ied. These alterations in the
) CODH/ACS complex through
evolution complicate predic-
tions of structural changes by
comparing protein sequences.
In addition, evolution can vary
the combination of proteins in
functional modules that are
used for various molecular
mechanisms. This process may
also repurpose different en-
zymes for alternative biochemi-
cal pathways (12), which could
further complicate the protein
structure predictions. The inte-
gration of cryo-EM with other
structural and computational
techniques will address these challenges
and elucidate the complex dynamics of bio-
logical systems.
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NEUROSCIENCE

Replaying off the heaten path

Before the hippocampus goes down memory lane, it takes a detour

By Masahiro Takigawa and Daniel Bendor

uried deep within the medial tem-
poral lobe of the human brain is the
hippocampal formation, possessing
the “superpower” to mentally time-
travel—replaying past experiences
or imagined future scenarios. Hippo-
campal replay is thought to perform several
cognitive roles, including route planning
and the consolidation and updating of
memories. With this potential functional
flexibility, it is unclear what
determines or guides what the
hippocampus will replay. On
page 541 of this issue, Mallory
et al. (I) provide new insights
on this question: The hippo-
campus initially favors replay-
ing an upcoming navigational
route before switching its bias
toward replaying past experi-
ences. These findings uncover
a surprising role for external in-
put and neuronal adaptation in
guiding replay content, bring-
ing neuroscience one step closer
to understanding how humans
can mentally time-travel.
Knowledge about replay has
largely come from observing

Starting
location

to a broad range of cognitive functions
(56-7), but its potential role in planning has
garnered great attention because in goal-
directed behavior, replay can be observed
originating from the animal’s current lo-
cation and propagating in the direction of
the intended goal location (prospective re-
play) (see the figure) (7). Alternatively, re-
play can also reactivate along the recently
taken path (retrospective replay), or along
the path avoided by the animal (paradoxical
replay), the latter more commonly observed

Replay dynamics
When the animal stops, replay can be both prospective (in the direction of the
intended goal location) and retrospective (reactivating the path previously taken
by the rat) (top). In some behavioral tasks, paradoxical replay becomes more
prominent, activating the path avoided by the animal (bottom).
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Current
location

ased toward prospective replay (referred
to as forward replay on a linearized track).
By contrast, after 3 seconds, reactivations
shifted preferentially to replay retrospec-
tively (referred to as reverse replay on a lin-
earized track). That said, one must question
whether prospective replay during this early
window is due to a preference for future
paths or an avoidance of past paths. The au-
thors investigated a subset of stopping ep-
ochs in which an animal’s past path (before
stopping) overlapped with the future path
(after stopping). Strikingly, the
bias toward prospective replay
was absent in such a scenario,
suggesting that early replay
tends to avoid recently experi-
enced paths rather than actively
preferring the soon-to-be-taken
future path.

Mallory et al. further dem-
onstrated that early avoidance
of past paths during replay can
be explained by spike frequency
adaptation—a feedback mecha-
nism whereby neurons become
temporarily less active after fir-
ing. This adaptation suppressed
neurons encoding the most
recent path, leading the hippo-
campus to avoid recruiting these

location

freely moving rodents while
performing electrophysiological
recordings from spatially tuned
hippocampal neurons known
as place cells. Replay typically
takes the form of a spontaneous
reactivation of neuronal activ-
ity, forming a distinct sequence
that represents previously
taken or soon-to-be-taken spa-
tial trajectories by the animal.
‘When hippocampal replay was discovered
in sleeping rodents more than 30 years ago,
it was initially thought to consolidate recent
episodic experiences into long-term memo-
ries (2, 3). However, further experiments
clarified that this phenomenon was more
widespread, occurring during brief pauses
or periods of inactivity in the awake animal,
when memory consolidation is not believed
to occur (4). Awake replay has been linked

Current
location
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in behavioral tasks such as a multiarm
maze with a fixed goal location and aver-
sive conditioning (8, 9). Why would replay
switch from being goal directed to anti-goal
directed, and what does this say about what
replay is really doing?

Taking a closer look at what may influ-
ence a replayed trajectory, Mallory et al.
discovered an intriguing switch in the on-
going bias between prospective replay and
retrospective replay in rats. On both a lin-
earized track and within an open arena, re-
play that occurred within the first 3 seconds
of stopping within the reward zone was bi-

neurons during replay. This was
not only limited to a path previ-
ously traversed by the animal;
the hippocampus also avoided
replaying again the most recent
trajectory reactivated, albeit on
a shorter timescale.

When spike frequency adap-
tation no longer causes replay
to avoid the most recent trajec-
tory, why does retrospective re-
play become the most prominent? Mallory
et al. investigated the involvement of the
medial entorhinal cortex (MEC), a major
source of input to the hippocampus that is
also reciprocally connected with the hip-
pocampus. Disruption of the MEC input
removed this bias in retrospective replay
without affecting prospective replay, dem-
onstrating a direct role for cortical input in
shaping replay content. The shift in replay
bias coincided with an increase in delta
power (1 to 6 Hz), an oscillatory band impli-
cated in cortico-hippocampal coupling (10).
These observations add further weight to
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the notion that cortical input can bias what
the hippocampus ultimately replays (11, 12).

The study of Mallory et al. also provides
a key insight into the puzzling observation
that replay appears to vary with the behav-
ioral task. A bias for prospective replay has
been reported predominantly in foraging-
homing tasks, in which the goals of past
and future trials are typically in opposing
directions and experience is balanced (7).
By contrast, when the goal location is un-
changed across trials within a block (i.e.,
experience is unbalanced), prospective and
retrospective trajectories likely overlap as
the animal runs a singular trajectory re-
peatedly. In such cases, if replay avoids the
most recently traversed path, it would avoid
both future and past trajectories, favoring
the replay of an alternative path, a possible
explanation for the surprising observation
of “paradoxical replay” (8).

These exciting findings now unlock fur-
ther questions. Does this shift in replay
bias between avoiding versus mirroring
the most recent trajectory serve a func-
tional role, or is it simply a constraint of
neuronal dynamics? Furthermore, given
the similarity between reverse replay (on
a linear track) and retrospective replay (in
an open field), should we be considering
these to be the same phenomenon? If so,
rather than focusing on what trajectory
gets replayed, should we shift our thinking
to whether replay is incorporating neurons
that have recently fired or were quiet? In-
triguingly, neurons active in both future
and past paths (i.e., bidirectional cells)
are not modulated by spike-frequency ad-
aptation in the same way as directionally
tuned neurons solely encoding future or
past paths, hinting at a more complicated
framework governing replay dynamics.
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Genome recombination

on demand

Large genome rearrangements in
mammalian cells can be generated at scale

By Marta Seczynska! and
Lars M. Steinmetz!23

he human genome consists of more

than 3 billion base pairs, among

which only 1% encode proteins. These

coding regions are small islands

within a sea of noncoding and repeti-

tive sequences. It remains unclear
which DNA has a function or regulatory
role and what the functional relevance of
such genome architecture is. Advances in
genome editing and functional genomics
have facilitated the systematic interroga-
tion of gene sequence and function. Yet
there is little understanding of how gene
order, orientation, and spacing affect gene
expression and encode biological func-
tions. On pages 487 and 488 of this issue,
Koeppel et al. (I) and Pinglay et al. (2),
respectively, present approaches for gen-
erating large genome rearrangements in
mammalian cells at unprecedented scale.
These technologies pave the way for large-
scale functional analyses of genome orga-
nization, structural variants, noncoding
DNA, and the design of mammalian cell
lines with evolved properties.

The importance of genome structure,
order, and content can be probed by en-
gineering diverse genome configurations
and comparing how they behave in cells.
In yeast, such shuffling of the genome has
provided valuable insights into genome
function, revealing how gene context in-
fluences isoform selection (3), revealing
how rearrangement patterns correlate
with chromatin structure (4), and identify-
ing rearrangements beneficial for selected
traits (5). This was achieved by incorporat-
ing hundreds of loxP recombination sites
into the yeast genome (5). These sites are
targets for Cre recombinase enzyme, en-
abling the excision or rearrangement of
DNA segments to generate diverse dele-
tions, inversions, translocations, and ex-
trachromosomal circular DNAs (ecDNAs).
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Although this approach has proven feasi-
ble in yeast, adapting it for studying more
complex and larger mammalian genomes
has presented substantial challenges. The
incorporation of recombination sites in
yeast has been achieved through de novo
genome synthesis, but the synthesis of the
mammalian genome—or even a single chro-
mosome—has been out of reach because
of its large size. Also, the larger size and
more complex genome architecture mean
a greater combination of potential rear-
rangements. Inefficient or costly methods
for variant recovery and mapping, such as
isolating individual clones and sequencing
entire genomes, have been major barriers
to high-throughput studies in mammalian
cells. Consequently, the impact of genomic
rearrangements on the mammalian ge-
nome has primarily been studied by induc-
ing rearrangements at individual loci or
examining naturally occurring rearrange-
ments in human populations (6) and can-
cer patients (7), scenarios that represent a
strongly selected set of variants.

Koeppel et al. and Pinglay et al. describe
complementary approaches to induce
thousands of structural variants in a pool
of cultured mammalian cells (see the fig-
ure). As in yeast, these rely on inserting a
large number of recombination sites into
the genome and expressing an enzyme
that facilitates recombination between the
sites. Although simultaneous insertion of
multiple sequences into the genome is not
trivial, Koppel et al. leveraged long-inter-
spersed element-1 (LINE-1) repetitive ele-
ments, which comprise 21% of the human
genome (8). Using prime editing technol-
ogy, the authors integrated hundreds of
loxP sites into conserved LINE-1 sequences
in two human cell lines, overcoming issues
of toxicity associated with manipulation of
numerous loci and achieving a broad dis-
tribution of insertion across all chromo-
somes. Taking a different approach, Pinglay
et al. randomly integrated recombination
sites flanked by sequences that barcode
each integration and allow its mapping
to a specific genomic location. Expression
of a recombinase induces recombination
between these sites and reshuffles the ini-
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tial barcodes. By sequencing new barcode
combinations, genomic rearrangements
can be detected and quantified without the
need to sequence the entire genome. This
method, which Pinglay et al. call Genome-
Shuffle-seq, relies on in vitro transcrip-
tion of barcodes to detect rearrangements
alongside single-cell transcriptomes and
thus enables the study of how structural
variants affect cellular transcriptomes in a
heterogeneous cell population.

The ability to generate cell lines with
structural variants at scale also allows for
the systematic study of how gene expres-
sion and chromatin state change when
manipulating the order and position of
nearby sequences. With the strategic use
of barcodes and in vitro transcription, Ge-
nome-Shuffle-seq is designed to study the
impact of structural variants at the single-
cell level, establishing a foundation for
large-scale single-cell screens, analogous to

Rearranging genomes

Thousands of loxP or attB sites can be inserted into the mammalian genome through prime editing or random
integration. Cre or Bxbl recombinases induce recombination between these sites, generating structural variants (SVs).
Tracking the resulting heterogeneous cell population over time allows for probing selective pressure on SVs and
the essentiality of the noncoding genome. Transcriptome sequencing reveals how SVs influence gene expression.

Mammalian Genome with integrated Genomes
genome loxP/att recombination with SVs
sites
Prime editing/ Cre/Bxbl Deletions
random ! recombinase L . Translocations
—integration e —— Inversions
— > s el —— — B0 O Extrachromo-
s, somal DNAs
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Cell population with (@
rearranged genomes
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o \W |

v
Probing selective pressure acting on SVs
and essentiality of noncoding genome

The ability to induce genome recombi-
nation on demand provides a means to ad-
dress questions that are otherwise difficult
to tackle. It allows assessment of selective
pressure that acts on different types of re-
arrangements. By tracking variant abun-
dance over time, Koeppel et al. and Pinglay
et al. identified characteristics of tolerated
structural variation: shorter inversions
and deletions that avoided essential genes
were better tolerated, and surviving vari-
ants were enriched in heterochromatic
regions. Despite the general trend toward
shorter variants, some megabase-scale
deletions could nevertheless survive in
haploid genomes, demonstrating that sub-
stantial amounts of DNA are dispensable
for growth, at least in vitro. Application
of these methods to assay genome-wide
sequence essentiality could be the first
step toward a minimal human genome—
the core genetic elements required for the
propagation of mammalian cell lines, with
potential applications in cell-based thera-
pies and biological drug manufacturing.
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How structural variants affect gene expression

Single-cell RNA-sequencing
and detection of SVs

RNA-sequencing

CRISPR screens with single-cell transcrip-
tome readouts. This approach addresses a
major gap in functional genomics: Meth-
ods for studying structural variants have
long lagged behind those for other types
of human genetic variation, such as sin-
gle-nucleotide variations and insertion-
deletion events, even though structural
variants are known to cause Mendelian
disorders, contribute to genetic diversity
and complex disease risk, and often have
larger phenotypic effects than those from
single-nucleotide variants (9). By enabling
the systematic study of the causal relation-
ships between structural variants and gene
expression, Genome-Shuffle-seq may help
accurately interpret pathogenic variants
and their role in disease.

In addition, the technologies leveraged
by Koeppel et al. and Pinglay et al. allow
for the study of how structural rearrange-
ments drive cellular and evolutionary
adaptations. On-demand recombination
generates hundreds of ecDNAs, which
are particularly important in the context

of cancer, in which they frequently drive
oncogene amplification and are associated
with poor patient prognosis (10). Investi-
gating how ecDNAs are generated and se-
lected could reveal mechanisms of cancer
initiation and progression. Moreover, cou-
pling high-throughput, on-demand struc-
tural variant generation with phenotypic
selection should enable the isolation of cell
lines with desired properties, a strategy
already successfully applied to yeast with
synthetic chromosomes (11, 12).

The broad applicability of these meth-
ods is evident, but they do have certain
limitations. Both studies observed rapid
depletion of all types of variants within
the cellular pool within a week, regardless
of whether cells were haploid, diploid, or
triploid, an effect predominantly driven
by the well-documented toxicity of Cre
expression. An orthogonal method that
used Bxbl recombinase and asymmetrical
attB/P recombination sites yielded more
stable rearrangements, but the proportion
of cells carrying variants was low (4%).
Interrogating a large number of diverse
rearrangements would therefore require
an enormous experimental scale. Also, the
ability to causally link variants to gene ex-
pression changes remains limited because
of either the need to isolate clonal popu-
lations first or the low recovery of variant
identity in inherently sparse single-cell
RNA-sequencing data. Improving the effi-
ciency of these methods will depend on in-
creasing variant formation and survival by
modulating recombinase expression and
DNA-damage responses and incorporat-
ing selection markers reconstituted upon
recombination to select cells with variants.
Looking ahead, improving the efficiency
and scale of inserting sequences into the
mammalian genome by means of prime
editing or homology-directed repair will
be central to unlocking the full potential
of the technology. This will not only make
high-throughput experiments more feasible
but also enable more focused, high-resolu-
tion interrogation of genomic regions, which
will ultimately be key to the mechanistic un-
derstanding of genome architecture.
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The monster in the room

A historian interrogates the mythical creatures we create
to dehumanize and devalue others

By Ed Finn

he world is full of monsters, most of our
own making. Throughout history, hu-
mans have conjured the supernatural
from natural origins, turning species
such as bears or wolves into something
dangerous and otherworldly or mak-
ing a vindictive god out of a winter storm.
People are even more adept at dehumanizing
their fellow Homo sapiens, othering minori-
ties, outsiders, and the disadvantaged to ex-
cuse everything from petty prejudice to the
most horrific acts of violence imaginable.
Despite these dark shadows, monsters
are a familiar, almost intimate, part of our
cultural lives—a way to engage our fears
and fantasies through fairy tales, stories,
and role-play. At least some of the time, our
need for monsters comes not from a de-
sire to push the world away but to draw it
closer, giving us a means for domesticating
our deepest worries. Historian Surekha
Davies plumbs these depths in Humans:
A Monstrous History, drawing together a
broad tapestry of humanity’s long tradition
of naming, shaming, and blaming others by
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turning them into something monstrous.

This book is not really a comprehensive
history, except perhaps in the classical sense
of historia, offering stories and accounts of
how societies across time have created mon-
sters. And what stories they are: They include
portraits and harrowing tales of
people whose perceived physical,
cognitive, or cultural differences
caused them to be labeled witches,
devils, animals, and worse.

The book is at its best when
Davies invites readers to imag-
ine the lives of historical mon-
sters and to empathize with their

Humans have long made monsters out of those they
fear, becoming monsters themselves in the process.

seemingly scientific construction of mon-
sters is often more dangerous than plain
superstition, because it dresses up our fears
in the robes of knowledge and offers easy
rationales for brutality. Pseudoscientific
ideas about race, for example, remain a
throughline from the ancient world to con-
temporary debates about the nation-state,
immigration, citizenship, and belonging.

Monsters haunt not only our past but also
our future. The global competition to develop
new forms of artificial intelligence (AI) fre-
quently devolves into a race to see who can
dehumanize people the fastest. This occurs
when algorithms abstract away the individu-
ality and context of billions of people whose
creative outputs and personal information
have been fed into large language models
and other machine learning platforms—usu-
ally without their informed consent. The
narratives embedded in many Al products
also brush aside the intrinsic value of the in-
dividual by suggesting, directly or indirectly,
that the amalgamated average is superior to
the messiness of specific humans. A friend
recently sent me a photo of an advertisement
posted at his bus station for a company that
claimed that their Al “won’t complain about
work-life balance.”

Davies spends most of the book criticiz-
ing all of the terrible things humans have
done in the name of battling monsters, but
there is less reflection on why we need mon-
sters so badly. To be sure, humanity must
practice empathy and a politics of care—
but how do we become more
thoughtful and accepting of the
monsters we make and the mon-
sters we become?

I would propose to add a new
head to the splendid many-limbed
creature Davies has unleashed in
this volume. To do this, we need
to lean into the monster business

often-wretched treatment. She Humans: rather than (ahem) monstrifying
writes, for example, about Pe-  AMonstrous History  it. Monster literacy and a deeper
Surekha Davies

trus Gonsalvus, a 16th-century
man with a genetic condition
that caused excessive body hair
growth. Gonsalvus was captured in the Ca-
nary Islands and brought back to Europe
to live out his days as a kind of honored
prisoner and living curiosity. He married
and had children, who were in turn fre-
quently poked, prodded, undressed, and
examined by the cognoscenti. Davies asks
what it must have felt like to live that way,
in a body that was ceaselessly objectified
and dehumanized.

From colonial Spain to the Third Reich,
history repeatedly reminds us that the

University of California
Press, 2025. 336 pp.

understanding of why humanity
clutches its greatest fears close
might help us flex our imagina-
tions and build some immunity against the
demagogues and xenophobes who invoke
monsters to try to rile up a mob. Think of
it as a kind of species-level civics education,
embarked on to help us better understand
who we are and how we overlap with other
people and our world. If we can truly learn to
love our monsters, we may, in turn, learn to
love ourselves and greet the world with hope
instead of fear.

10.1126/science.adu8851
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Invoking Asilomar

The historic meeting’s legacy resists simple lessons

By Luis A. Campos

arly correspondence about an important meeting to take place in February

1975 left department secretaries and others struggling to capture the name:

Selmar? Sylomar? Asimolar? A portmanteau of “refuge” and “sea” in Califor-

nian Spanish, the Asilomar conference on recombinant DNA that took place

in February 1975 soon became a mythical event. Within a few years, it was al-

ready being recalled as having ignited a “firestorm” and as “a milestone in the
relationships between science and society. It is a milestone, however, whose legend
is difficult to decipher” (I).

Thoughtful and eloquent critics have described the meeting as narrow-minded,
a poor model, and a politically dangerous precedent—or, even more strongly, as
notorious, wrongheaded, and even an unmitigated disaster (2). These powerful cri-
tiques are far from new—they recapitulate criticisms first offered by scientists, then
by activists and civil society groups, and later by journalists and scholars. What can
we learn from the fact that, over time, the same sorts of claims have been made by
radically different people, for different reasons?

Just what Asilomar meant, and what its lessons were, has always been con-
tested. Even before the meeting, some Stanford University scientists bemoaned the
“small, self-appointed groups of scientists” who pronounce “on problems of great
fundamental importance and complexity without providing for an adequate basis
of thought and discussion” (3). The Asilomar organizers likewise acknowledged
that their meeting was a small, “not necessarily representative” group, but biologist
David Baltimore understood himself and his colleagues as “public advocates” (4).

For their part, the activist group Science for the People denounced the meeting
in an open letter as akin to “asking the tobacco industry to limit manufacture of
cigarettes” (5). One group member—biologist Jonathan King—praised Asilomar in
its aftermath as “an unprecedented event in public responsibility of science” (6)
(for which the scientists “should be applauded,” he told Congress) but observed that
“the scientists at Asilomar were experts in the production of recombinant organ-
isms; but they were amateurs in the assessment of hazard and in the establishment
of safe procedures and regulations.”
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Scientists have regularly revisited Asilomar,
literally and figuratively, over the past 50 years.

“WHATEVER THE ‘PUBLIC’ MAY BE”

‘What would a better process look like? These
issues were also raised in the meeting it-
self by several invited legal experts. Harold
Green noted that “explicit consideration is
being given over and above the question of
risk, and the means for minimizing that risk,
to broader questions of social and moral
responsibility. In this context, this confer-
ence will hopefully serve as a precedent, an
example, and a model” After the meeting,
Green proposed that rather than worrying
about how to “involv[e] the ‘public’ (what-
ever the ‘public’ may be)...the real question
is the extent to which, and how, the decisions
of administrators should and could be made
to reflect the aspirations, concerns, and val-
ues of the community rather than merely the
scientific merit and potential benefits of a
proposed line of research” (7).

Questions of science, ethics, and public in-
terest intensified after Asilomar. Co-organizer
Maxine Singer engaged in a testy exchange
with a director of the Hastings Institute, ar-
guing that “it is not certain that those who
are specifically trained in matters of moral-
ity and politics are any more likely to reflect
the public view than are the scientists” (8).
Singer invoked Asilomar’s legacy, writing that
“if scientists are to participate responsibly in
the ethical debate (and we believe that they
should), they must have some appreciation
of the values that the public deems relevant.”
This complexity in the historical record chal-
lenges the notion that there are simple, un-
contested “lessons” from Asilomar.

“IS MY MEMORY FAULTY?”
At the conclusion of the long and involved
process of transforming Asilomar’s recom-
mendations into National Institutes of Health
guidelines, co-organizer Paul Berg declared
that the final version was “a faithful transla-
tion of the spirit of Asilomar” But a year and
a day after the meeting, one correspondent
wrote to him, saying: “It appears that my rec-
ollection of the ‘sense or spirit of Asilomar’
which is so often invoked is somewhat differ-
ent from yours. Is my memory faulty?” (9).
There are surprising points of agree-
ment as well. In subsequent decades, the
meeting has come to be widely understood
as though it were fundamentally only
about technical issues—despite “ethics”
and “public policy” appearing on the con-
ference agenda, the organizers at the start
of the meeting having identified “legal,
and moral and ethical aspects” as a major
fourth area of focus, and the ever-present
language of moral responsibility pervading
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discussions before, during, and after Asilomar.

Ironically, the renarration of the meeting
as solely technical became a mainstay both
of many scientists’ later recollections and of
critics, who maintained that the gathering
was elitist, exclusionary, and technocratic.
For many scientists, this retreat from the
realm of the ethical into the refuge of the
technical was an increasingly favored re-
sponse to media coverage and political at-
tention generated by others claiming the
mantle of public advocacy. And so, despite
serving distinctly different interests, a
powerful myth about Asilomar was en-
acted—jointly by scientists and critics—that
severed scientific discussions from larger
concerns and motivations.

Understanding the effects of this dy-
namic seems crucial to understanding the
stories we tell about Asilomar. Sometimes it
matters less what is said, it seems, than who
said it and when.

THERE COULD NEVER BE ANOTHER

Other shifts emerged. By 2006 (and again in
2013), Baltimore now felt that the Asilomar
participants “were not pretending to speak
for the public” and that another Asilomar
would be “impossible” or “counterproduc-
tive” if it were focused on ethical and moral
issues (10). In such a setting, scientists
would “have something to offer, but a much
wider public would have to be involved.” He
felt, by contrast, that a meeting more fo-
cused on “scientific” aspects, such as those
related to biowarfare, would be feasible.

Paul Berg, for his part, reflected that
the “oft-voiced criticism” of Asilomar as
overlooking ethical and legal dimensions
was “due neither to oversight nor to the
unawareness of the issues” but because “it
was premature to consider applications that
were so speculative and certainly not immi-
nent.” He noted, decades after the meeting,
moreover, that commercial interests would
now be an obstacle to any attempt to have
“another Asilomar” (1I). These doubts have
not stopped scientists from returning time
and again, physically and spiritually, to Asi-
lomar—where it is invoked in fields ranging
from geoengineering and nanotechnology
to artificial intelligence and cultivated meat
and seafood.

This legacy of history, memory, and invo-
cation suggests that the question of repre-
senting larger public interests and concerns
continues to evolve. Political philosophers
have long noted that a fundamental condi-

The author is a co-organizer of “The Spirit of Asilomar and
the Future of Biotechnology” summit. He is the 2025 Cain
Conference Fellow of the Science History Institute and Baker
College Chair for the History of Science, Technology, and
Innovation in the Department of History, Rice University,
Houston, TX, USA. Email: Ic@rice.edu
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tion of democracy and other kinds of collec-
tive solidarities is that no one can represent
“the public” forever. Or as Roger Dworkin—
one of the legal experts present at Asilomar—
later observed, “criticism of the Asilomar
organizers for not adequately involving the
‘general public’ may be meant as a moral crit-
icism; but properly understood, it is simply a
criticism of six scientists for lacking the same
transcendent social wisdom that all human-
ity has lacked throughout its history” (12).

THE SPIRIT OF ASILOMAR

Rather than looking to emulate a singular
“Asilomar process” or counterposing fa-
vored myths and origin stories, a more fruit-
ful approach might be to invoke its “spirit.”
In a sense, even critiques of Asilomar echo
the same sorts of ethical motivations and
sensed obligations to larger publics that
were the very basis of the call to meet at
Asilomar—and of the meeting itself

The “spirit of Asilomar” can therefore
be seen as a moral and collective call to ac-
tion that has resonated down the decades.
Indeed, a little more than a year after the
meeting, this spirit was invoked by others
grappling with subsequent developments:
“I hope you will hold another meeting to
deal with moral and social considerations
of the work. This issue should be dealt with
openly rather than having it come back to
haunt us,” wrote one Harvard University bi-
ologist to another in April 1976 (13).

And yet, it is true—there could never be
another Asilomar. Powerful critiques have
changed how Asilomar might be invoked
nowadays. A major summit organized to-
day on the future of biotechnology could
not have only a handful of women in atten-
dance, for example, or proceed without the
participation of younger researchers. Such
discussions also require the inclusion of a
much broader group of stakeholders and
would also include humanists, social scien-
tists, journalists, legal and policy experts,
and artists, among larger publics. Broader
societal concerns and critiques would also
have to be recognized, with differing view-
points invited to engage in constructive
discussion. It would also have to be openly
acknowledged that the very act of assem-
bling any such finite group is inherently
subject to criticism. And one could cer-
tainly not have such a meeting dominated
by primarily American concerns or without
committing substantial funding to enable
participation from around the world.

The organizers of February’s “The Spirit
of Asilomar and the Future of Biotechnol-
ogy” summit—of which I am one—are at-
tempting to bring these insights to bear on
our current moment (74). Our aim is to take
advantage of the original meeting’s 50th an-

niversary not only to discuss areas left un-
explored at the original conference and new
ones that seem well within its “spirit”—bio-
weapons and pathogens research, new uses
of artificial intelligence, frontiers of syn-
thetic cells, and deploying engineered or-
ganisms into environments and bodies—but
also to highlight the ever-present questions
of public benefit, social relations, and hu-
man (and more-than-human) flourishing.

This latest invocation of Asilomar is not
a cover for predetermined interests, corro-
sive (or justified) skepticism, or unbridled
hope for a better world but rather an ex-
periment in convening a discussion about
matters of concern among more-diverse
constituencies. History shows that the
spirit of Asilomar is surprisingly capacious
and can be invoked by each new generation
attempting to grapple with familiar ques-
tions about unfamiliar technologies and the
worlds they hope for.

Contestations over the meaning of Asilo-
mar are in some sense what Asilomar has al-
ways been about. But if even opposing voices
in the past have oddly found themselves
coming to share meaningful myths, maybe
we can endeavor to gather anew to find
points of common cause and shared truths
too. If there is a lesson worth learning from
this historic meeting, that may be it.

REFERENCES AND NOTES

1. J.Rodgers, Mosaic 12,19 (1981).

2. See, for example, C. Weiner, Perspect. Biol. Med. 44,
208 (2001); W.F.May, News!. Sci. Technol. Human
Values 23,34 (1978); S. Wright, Molecular Politics (Univ.
of Chicago Press, 1994), pp.157-159; J. B. Hurlbut, in
Dreamscapes of Modernity, S. Jasanoff, S.-H. Kim, Eds.
(Univ. of Chicago Press, 2015), chap. 6; S. Jasanoff, K.
Saha, J. B. Hurlbut, Issues Sci. Tecnol. 32 (2015); and S.
Parthasarathy, Ethics Biol. Eng. Med. 6,305 (2015).

3. David Kornto Roy Curtiss, 3 September 1974, Box 39,
Folder 609, MC100, MIT Distinctive Collections.

4. D.Baltimore to Sen. Kennedy, 1 December 1975, Box 2,
Folder 1a, Paul Berg Papers, Stanford University.

5. J.Beckwithetal.,"Open letter to the Asilomar confer-
ence on hazards of recombinant DNA"in J. D. Watson,
J.Tooze, The DNA Story (W.H. Freeman and Co., 1981),
Doc.2.6,p.49.

6. J.King, New Sci. 16,634 (1977).

7. H.Green,"APublic Policy Perspective,”remarks at
Asilomar. H. Green to P.Berg, 2 September 1975, Box 14,
“Kennedy Hearings, Cambridge Controversy” binder,
Paul Berg Papers, Stanford University.

8. Maxine Singer to Willard Gaylin, 30 April 1975, Box 32,
Folder 3, Maxine Singer Papers, Library of Congress.

D. M. Singer, M.F. Singer,Am. Biol. Teach. 37,528 (1975).

9. N. Wade, Science 190, 1175 (1975). Donald Brown to
Paul Berg, 27 February 1976, Box 40, Folder 619, MC100,
MIT Distinctive Collections.

10. D.Baltimore, keynote address, Synthetic Biology 2.0
Conference, Univ. of California, Berkeley, 20 May 2006.

11. Chemical Heritage Foundation, “The Emergence of
Biotechnology: DNAto Genentech,” Symposium on the
Emergence of Biotechnology, June 1997, Philadelphia,
PA.P.Berg, Nature 455,290 (2008).

12. R.B.Dworkin, South. Calif. Law. Rev. 51,1471 (1978).

13. Richard Goldsteinto Daniel Branton, 15 April 1976,
Folder 20, MC100, MIT Distinctive Collections.

14. The Spirit of Asilomar and the Future of Biotechnology,
Pacific Grove, CA, 23 to 26 February 2025;
http://spiritofasilomar.org.

10.1126/science.adv7574

31 JANUARY 2025 - VOL 387 ISSUE 6733 481



Edited by Jennifer Sills

Rising seas endanger
maritime heritage

In coastal regions, anthropogenic sea level
rise, extreme weather, and coastal erosion
have led to mass migrations (7), leaving
cultural heritage sites behind. Coastal
heritage resources preserve humanity’s
long history of maritime dispersals, adap-
tations, cultural diversity, and resilience.
Communities, institutions, and govern-
ments worldwide must work to monitor
and protect these valuable sources of
information.

Coastal heritage resources are
already at risk (2, 3) under conserva-
tive Intergovernmental Panel on Climate
Change (IPCC) predictions of sea level rise
by 2100, which range from 0.29 to 1.1 m
(4). Global sea level rise averaged 0.48 cm
per year over the past decade and reached
0.81 cm in 2023 (5), more than quadrupling
the 1993 rate (5). Other projections range
from 2.3 to more than 4 m (7, 6). A collapse
of the Greenland and Antarctic ice sheets
could lead to even greater sea level rise in
the decades and centuries to come.

Endangered coastal heritage sites range
from historic lighthouses to iconic cul-
tural centers such as Hawai‘i’s Pu‘uhonua
o Honaunau National Historic Park (7,
8). Marine erosion has already damaged
invaluable coastal archaeological sites
such as South Africa’s Middle Stone Age
shell middens, Gorham’s Cave in Gibraltar,
and, in the United States, Daisy Cave on
California’s Channel Islands and massive
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Native American shellmound complexes
in Florida and Georgia (7).

Heritage resources provide ancestral
cultural connections to Indigenous and
descendant communities and contain
invaluable scientific information. Cultural
heritage sites provide insight into human
survival and sustainability in dynamic
island and coastal settings, including earlier
periods of rapid sea level rise, as well as the

—
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Worldwide, important cultural heritage sites, such
as this historic lighthouse in the Outer Banks, are put
at risk by rising sea levels.

nature of ancient ecosystems and the organ-
isms they contained (9). These data can be
used to help restore modern ecosystems and
conserve endangered species (9).

Global stakeholders must do more to
reduce greenhouse gas emissions and atmo-
spheric carbon dioxide levels and work with
descendant communities to help protect
priceless coastal heritage. Effective programs
such as Florida’s Heritage Monitoring Scouts
and Scotland’s Coastal Archaeology and the
Problem of Erosion (SCAPE) Trust partner
academics, agencies, and volunteers to eval-
uate and mitigate the effects of sea level rise
and coastal erosion on heritage resources
(10, 11). Along North America’s Pacific Coast,
archaeologists have worked extensively with
descendant communities, government agen-
cies, and nongovernmental organizations to
record, monitor, and carbon-14 date endan-
gered archaeological sites (7). Expanding
these efforts and initiating similar collabora-
tions in vulnerable regions can help save
coastal and maritime heritage resources.
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International commitment
to safe nuclear reactors

In their Policy Forum “The weapons poten-
tial of high-assay low-enriched uranium”
(7 June 2024, p. 1071), R. S. Kemp et al.
describe the potential misuse of high-
assay low-enriched uranium (HALEU).
The American Nuclear Society (ANS)—a
professional nuclear science and technol-
ogy society representing more than 10,000
members worldwide—acknowledges the
importance of continually evaluating the
proliferation risks associated with nuclear
materials. However, we disagree with Kemp
et al’s implied recommendation that the
United States decide international nuclear
security policy by unilaterally redefining
HALEU enriched above 10% as “weapons
usable.” ANS’s position on HALEU aligns
with the stance of the United Nations’
International Atomic Energy Agency
(IAEA): HALEU enriched up to 20% is not
considered “direct-use” material (7).

Kemp et al’s implication that the United
States should unilaterally decide interna-
tional nuclear security policy ignores the
comprehensive assessments and effective-
ness of existing international safeguards as
well as country-specific controls on posses-
sion and export of special nuclear material,
which have been developed in cooperation
with international partners. For more than
60 years, research reactors all over the
world have been fueled by HALEU with no
evidence of attempted diversion or misuse.
There is no evidence indicating that the
safeguards programs implemented by the
IAEA, which include rigorous inspections,
material accounting, and physical protec-
tion, are anything short of effective and
transparent in ensuring that HALEU is used
solely for peaceful purposes (2).

Kemp et al’s definition of weapons-usable
material, based solely on having a finite
critical mass, does not fully address the
complex engineering and materials han-
dling challenges involved in weaponization,
particularly in the case of advanced reactor
fuels. Definitions and restrictions associated
with uranium enrichment were established
by the international community through the
TIAEA, which carefully considered the real
risks associated with uranium at all levels of
enrichment (3).

A unilateral approach to establishing a
domestic policy contrary to international
consensus would impair the ability of the
United States and its allies to meet their col-
lective nuclear nonproliferation objectives.
It is vitally important that any reevalua-
tion of what constitutes weapons-usable
or direct-use material be developed with
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international cooperation and in consulta-
tion with the TAEA.

Instead of focusing on inflammatory
descriptions, as Science did in its selection
of the pull quote characterizing countries
with HALEU of being “only days away from
a bomb” and its subhead accusing propo-
nents of new reactors of “disregard[ing]
decades-old concerns about nuclear
proliferation,” we encourage policy-makers
to remain optimistic and committed to
deploying new advanced reactors, focusing
on practical rather than theoretical risks.
Effective policies can manage these risks
while supporting our transition to a cleaner,
sustainable future.

Lisa Marshall

President, American Nuclear Society, Washington,
DC, USA. Email: lisa.marshall@ans.org
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Response

In her Letter on behalf of the American
Nuclear Society (ANS), Marshall suggests
that the United States should not unilater-
ally determine security policy with regard to
high-assay low-enriched uranium (HALEU).
However, it is established by international
treaty that nuclear security is the sovereign
responsibility of individual states (Z). It is
also incumbent on the United States to help
inform the development of international
standards by carrying out early studies.
This has historically been the case, as, for
example, when the United States initially
established standards to restrict the dis-
semination of HALEU to quantities less than
the amount sufficient to make a nuclear
weapon (2).

Marshall also errs in arguing that the
international safeguards system maintained
by the International Atomic Energy Agency
(IAEA) should be assumed sufficient for
the widespread use of HALEU. The existing
standards were developed in an era when
HALEU was used only in small quantities
for research reactors. It is important to
reevaluate these standards now that power
reactors propose to use weapon-relevant
quantities and, if necessary, adjust the
standards to accommodate this change.
The safeguards system has been updated
before to address emerging threats and

performance deficiencies, such as when the
TAEA failed to detect the covert Iraqi and
Iranian nuclear weapons programs (3, 4).

In contrast to Marshall’s assertion, the
safeguards programs implemented by the
TIAEA do not include “physical protection.”
The IAEA has no authority over physi-
cal protection for state-controlled nuclear
materials (7).

Our prediction of weapon usability is
not based “...solely on having a finite criti-
cal mass..” as Marshall claims. Rather, we
incorporated results from previous technical
studies (5); our own analysis using open-
source data, codes, and relationships for
weapon hydrodynamics and yields; and tes-
timony from a US nuclear weapons designer
(6). All of this research and discussion
indicate that HALEU has direct and practi-
cable explosive potential. Marshall does not
explicitly challenge this central point but
asserts that we did not take into account the
challenges involved in weaponizing HALEU.
Our Policy Forum points out that because
the technical barriers to weapons design
have gone down over time, a new, formal
assessment of those challenges is needed.

We understand that the ANS has lobbied
for HALEU programs [e.g., see (7)], but we
hope that they choose to put the security of
the nation first. If the ANS is confident in
the sufficiency of present standards, then we
suggest that they produce the technical basis
for their view. Otherwise, the only defensible
position is to support our call for an expert
study to find the answer.
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Understanding polar bear declmes

t has been well documented that polar bear:-populations have declined over the past 50 years
as the extent of sea ice has decreased. Using data collected from polar bears in the western
Hudson Bay Area over nearly all of that time, Archer et al. built anindividual-based bioenergetic *
model that hindcasts population dynamics and successfully predicts patterns of abundarice
and reproduction. Energetic patterns at the individual level successfully predicted larger-scale
population dynamics. A single driver, energy limitation, emerged as being responsible for the
population decline, confirming that polar bears face food shortages due to the loss of ice.
—Sacha Vignieri Science p. 516, 10.1126/science.adp3752

ANCIENT DNA
Untangling the woolly

origins of sheep

Sheep have provided key
resources for human society
through their domestication,
most iconically wool for making
textiles; however, the origins

of sheep are still not entirely
clear. Daly et al. sequenced

118 ancient genomes from
Eurasian domestic and wild
sheep samples spanning the
past 12,000 years. They found
that a Neolithic Turkish popula-
tion likely represents a basal
lineage to modern domesticated
sheep, but other wild varieties
such as a steppe-derived group
contributed a large degree of

484

diversity to modern populations.
This study explores some of the
complex dynamics that played
arole in sheep domestication
and reveals some potential
parallels with human migrations.
—Corinne Simonti

Science p.492,10.1126/ science.adn2094

MICROBIOLOGY
A familiar immune
system in bacteria

Caspases are proteases that
are crucial in human innate
immunity and cell death, with
emerging evidence of similar
roles in bacteria. Rousset et al.
investigated a bacterial immune
system involving a TIR-domain
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protein and a caspase-like prote-
ase that defends against phage
infection. They discovered that
during phage invasion, the TIR
protein produces a previously
unknown signaling molecule
derived from nicotinamide ade-
nine dinucleotide that activates a
bacterial caspase-like protease.
This protease then indiscrimi-
nately degrades cellular proteins,
including the elongation factor
Tu, effectively halting phage
replication. The defense system,
called type IV Thoeris, was found
to be abundant across bacterial
and archaeal species and pro-
vides population-level protection
against viral invasion. —Di Jiang
Science p.510,10.1126/science.adu2262
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Polar bears, such as this

. individual in Hudson Bay,
Canada, are starving due to
loss of sea ice, which is their
primary hunting habitat.

INFLUENZA
Boost for broadly
neutralizing antibodies

Antibodies have long been used
in influenza therapy, a practice
accelerated by the develop-

ment of broadly neutralizing
monoclonal antibodies (bnAbs).
Monoclonal antibody therapy has
been used successfully against
lower respiratory infections

with respiratory syncytial virus.
Kanekiyo et al. tested prophylaxis
and treatment regimens against
the highly pathogenic avian H5N1
influenza in nonhuman primate
models. The authors infused a
single dose of 30 milligram per
kilogram of a bnAb that recog-
nizes the conserved stem of the

science.org SCIENCE
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viral hemagglutinin molecule.
Animals were infected 3 days
later, and serious respiratory
disease was averted, a protective
effect that the authors estimate
could last for up to 8 weeks.
—Caroline Ash

Science p.534,10.1126/science.ado6481

IMMUNOTHERAPY
Tracking T cells after
transplantation

Acute graft-versus-host disease
(aGVHD) driven by T cells after
allogeneic hematopoietic stem
cell transplantation (HCT)
can occur in several different
organs and tissues. Omdahl
et al. sought to understand
how post-HCT T cell responses
are shaped in two commonly
affected organs, the lungs
and the liver, using a cohort
of nonhuman primates that
underwent allogeneic HCT. T
cells from the different tissues
acquired distinct transcriptional
programs and phenotypes. This
was true even for T cells car-
rying the same T cell receptor,
hinting that the environment
is the driver of the divergent
phenotypes. These data suggest
that T cell-targeting treatments
for aGVHD could be tailored
based on the affected organs.
—Courtney Malo
Sci. Transl. Med. (2025)
10.1126/scitransimed.ads1298

PHASE TRANSITIONS
Tracking rapid phase
interconversions

The n-to-6 phase transition of
bulk alumina is unidirectional

and retains crystal orientation;
however, when occurring in
nanoparticles, it is a rapid stochas-
tic process that loses orientation
memory. Sakakibara et al. used
transmission electron micros-
copy to observe the stochastic
appearance of nand 0 structures
of alumina nanoparticles on the
surface of bulk alumina before the
formation of a stable crystalline
phase. Millisecond time resolu-
tion allowed measurement of the
interconversion rate at different
temperatures, which revealed

SCIENCE science.org

that the barrier to interconver-
sion was almost entirely entropic.
—Phil Szuromi

Science p.522,10.1126/science.adr8891

MOLECULAR BIOLOGY
Histone modification
on the fly

Eukaryotic genomes are orga-
nized into chromatin, in which a
strand of DNA is wrapped com-
pactly around histone proteins to
form nucleosomes. Nucleosomes
can be chemically modified by
epigenetic marks to regulate gene
expression. Trimethylation of his-
tone H3 at lysine 36 (H3K36me3)
is critical for active transcription,
splicing, and genomic stability.
Using cryo—electron microscopy,
Markert et al. determined the
mechanism by which the enzyme
SETD2 deposits H3K36me3
by recognizing and binding to
nucleosomes partially unwrapped
by the transcription machinery.
This finding provides a structural
basis for how some histone
modifications are established co-
transcriptionally. —Di Jiang

Science p.528,10.1126/science.adn6319

CANCER IMMUNOLOGY
Immunotherapy for
relapsed leukemia

Hematopoietic stem cell trans-
plantation represents the only
potential cure for patients with
aggressive myeloid leukemia.
Donor lymphocyte infusion (DLI)
is used to treat patients experi-
encing leukemia relapse after this
procedure, but why some patients
respond better than others to
DLIimmunotherapy remains
unclear. Using single-cell and
spatial transcriptomics, Maurer
et al. analyzed longitudinal bone
marrow samples from patients
with relapsed acute myeloid
leukemia. Response to DLI was
associated with the expansion of
a particular subset of cytotoxic T
cells, which were mostly derived
from the DLI product and formed
complex cellular networks with
other bone marrow immune cells.
—Claire Olingy
Sci. Immunol. (2025)
10.1126/sciimmunol.adr0782

IN OTHER JOURNALS

Hurricane Isaac
arriving on Grande
Riviere, Trinidad

HURRICANES

Temperature first

Edited by Corinne Simonti
and Jesse Smith

hat is the most important ingredient in tropical cyclogen-

esis? Bercos-Hickey and

Patricola performed regional

model simulations to determine which of the two well-

known causal agents, sea surface temperature (SST)

or the strength of the African easterly wave (AEW) from
which a hurricane arises, is the dominant factor. The authors found
that SST plays a larger role than AEW strength in driving the fre-
quency of tropical cyclones in the North Atlantic. Their conclusion
reinforces the well-understood idea that SST is the primary factor
in the development of tropical cyclones. —Jesse Smith

Geophys. Res. Lett. (2025) 10.1029/2024GL112002

SIGNAL TRANSDUCTION
Information theory and

oncogenic signaling
Although signaling proteins are
often thought of as switches,
they likely have more com-
plex properties that maximize
information transfer. Madsen
et al. explored how oncogenic
mutations affect signaling by
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phosphoinositide 3-kinase.
Improved methods for single-
cell quantitative measurements
of signaling at high temporal
resolution showed effects
beyond simple increases in
signaling. They confirmed that
cells respond to pathway activa-
tion in a probabilistic rather
than a deterministic manner.
Furthermore, the fidelity with
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which cells interpreted signals
from multiple growth factors was
disrupted. Better understanding
of such signaling dynamics may
allow more effective pharmaco-
logical interventions that help
to restore information transfer.
—L. Bryan Ray
Mol. Syst. Biol. (2024)
10.1038/544320-024-00078-x

SEASONALITY
The microbial year

In natural ecosystems, microor-
ganisms will display seasonality,
and, because of rapid genera-
tional turnover among many
species, seasonality can be
accompanied by significant
evolution. Rohwer et al. and Zhou
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et al. examined real-time micro-
bial ecology and evolutionin a
20-year time series of freshwater
samples from Lake Mendota in
Wisconsin. Phenological bacte-
rial abundance patterns showed
a consistent seasonal pattern
of changing strain composition
reflecting ecological processes.
Changes in strain composition,
especially among Nanopeligicale
bacteria and Caudoviricetes
viruses, could also signal species
invasions and the ecologi-
cal impact of climate change,
which may have profound
effects on freshwater food webs.
—Caroline Ash
Nat. Microbiol. (2025)
10.1038/541564-024-01888-3;
10.1038/541564-024-01876-7
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PALEOECOLOGY

Consistent
interactions across
epochs

ucalyptus trees dominate

wet forests in Australia

and provide food for up

to 20,000 species of

insects. Insect herbivores,
including those of Eucalyptus,
employ myriad feeding strate-
gies, including leaf mining,
galling, and piercing and suck-
ing. Giraldo et al. investigated
whether feeding types and
insect species have been con-
sistent over large spatial and
temporal spans by comparing
signs of herbivory from mod-
ern Australasian Eucalyptus
herbarium samples against
those found in the oldest
known Eucalyptus fossils from
Argentinian Patagonia. All 28
of the leaf damage types found
in the fossils were also present
in herbarium samples, show-
ing consistent plant-insect
interactions across 52 million
years. —Bianca Lopez

New Phytol. (2024)10.1111/nph.20316

Fossils show that insect damage
to Eucalyptus plants has remained the
same for millions of years.

POLITICAL SCIENCE
Military service
reduces prejudice

Random assignment to US mili-
tary service under the Vietnam
Draft Lotteries led white men to
express more positive attitudes
toward Black people. Green

and Hyman-Metzger drew upon
General Social Survey data from
1978 to 2021 that were aug-
mented to reflect draft status.
Being drafted into service, and
thus into prolonged, coop-
erative, interracial contact, led
white men years later to express
more support for policies
intended to benefit Black people
compared with men who were in
the lottery but did not ultimately

serve. Being drafted did not
appear to affect broader politi-
cal identities and preferences.
—Brad Wible
Am. Polit. Sci. Rev. (2024)
10.1017/S0003055424001266

GENE THERAPY
A clinical trial
improves vision

Leber congenital amaurosis 1
(LCAL) is a rare congenital eye
disease caused by mutations in
a gene called GUCY2D (guanyl-
ate cyclase 2D). LCAl appears
within the first few months of
birth and results in blindness
in affected individuals. Yang
et al. conducted a phase 1/2
clinical trial to test the safety
and efficacy of a gene therapy
approach for 15 patients with
LCAL. Different doses of gene
therapy were tested in patients,
with individuals receiving either
low, middle, or high levels of
ATSN-101. Patients receiving the
highest dose noted improve-
ments usually within 1 month of
treatment, and the progress was
sustained during the 12 months
of the study. —Priscilla N. Kelly
Lancet (2024)
10.1016/50140-6736(24)01447-8

CELL ADHESION
Sponge proteins for
self-recognition

The cells of multicellular
organisms require molecular
strategies to recognize and
stick to other self cells during
development and regeneration.
Ruperti et al. used proteomics
and in silico protein struc-
ture prediction to explore the
properties of an extracellular
glycoprotein complex that
mediates this self-recognition
process in sponges. They found
that many of these proteins
adopt conserved folds known
to mediate cell-cell interactions
in other animals, consistent
with a deep evolutionary
origin of the protein domains
involved in these processes.
—Michael A. Funk

Proc. Natl. Acad. Sci. U.S.A. (2024)

10.1073/pnas.2409125121
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Randomizing the human genome by engineering
recombination hetween repeat elements

Jonas Koeppelt, Raphael Ferreirat, Thomas Vanderstichele, Lisa Maria Riedmayr, Elin Madli Peets,
Gareth Girling, Juliane Weller, Pierre Murat, Fabio Giuseppe Liberante, Tom Ellis,

George McDonald Church*, Leopold Parts*

INTRODUCTION: Only about 1% of the human
genome contains protein-coding sequences.
Studying the dispensability of the vast remain-
ing noncoding DNA for expressing genes and
cellular survival remains challenging. Genome
engineering techniques can induce deletions,
inversions, and translocations to offer insights
into genome organization. However, these meth-
ods have largely been confined to individual
sites rather than applied to the entire human
genome. Natural genomic rearrangements, such
as those observed in cancer, illustrate potential
configurations and adaptability after surviv-
ing selection, but they only permit a limited
view into the impact of large-scale variation on
noncoding sequences and miss the variants
that are too disruptive for cell survival.

RATIONALE: An innovative method developed in
yeast with synthetic genomes endowed each
gene with a DNA handle for recombining with
every other gene to generate sequence diver-
sity. However, genome synthesis is currently
impractical for the larger human genome. We
used the recently developed prime editing tech-
nology to insert recombinase sites into the hu-
man genome at scale, targeting repetitive DNA
sequences. By creating cell lines with thousands
of such insertions and subsequently inducing
rearrangements by using a recombinase, we
could randomize the human genome. In con-
trast to naturally occurring structural variants

Mammalian cell line

High copy number targeting pegRNA

sequence (e.g. LINE-1)

e loxPsym
e8P :
o o e +
®
C |
Prime editor
o

Prime editor with repeat

that have already been shaped by selection, we
could observe and compare the initially gen-
erated variants to the surviving ones to map
the acting selection pressures and to explore
the resulting gene expression changes. This
innovative strategy allows genome manipula-
tion on an unprecedented scale and advances
our understanding of genome expression and
integrity.

RESULTS: We leveraged prime editing of the
high-copy-number, long interspersed nuclear
element-1 (LINE-1) retrotransposon to engineer
incorporation of thousands of Cre-recombinase
sites into the genomes of two human cell lines.
We demonstrated the feasibility of large-scale
prime editing and explored how chromatin, tar-
get mismatch, and replication-timing influence
the making of successful edits. These engineered
cell lines served as a starting point to induce
thousands of distinct recombinations upon
treatment with recombinase. The variants we
generated in a single experiment covered the
human genome threefold; affected all chro-
mosomes; and encompassed deletions, inver-
sions, extrachromosomal DNAs, fold backs, and
translocations. On average, every cell in the re-
sulting pool carried more than 130 structural
variants, many likely leading to inviable out-
comes. The majority of cells with rearrange-
ments disappeared from the population over

2 weeks. Yet we found that several megabase-

Engineered cell
with thousands of
loxPsym sites

Recombination
——

1 4
]
A4

scale deletions affecting tens of genes were
viable in haploid cells for growth in culture.
More broadly, we defined the characteristics
of tolerated structural variation by contrasting
features of generated and surviving variants
and found that the latter avoided essential genes
and mutation-constrained DNA. Last, we char-
acterized clones with several large rearrange-
ments by means of paired whole-genome and
RNA-sequencing and observed that variants
strongly affected gene expression when they
modified copy number but did not influence
the expression of nearby genes. Similarly, re-
shuffling the relative location of genes through
inversions or translocations did not influence
their expression in our clones.

CONCLUSION: Randomizing the genome by
scrambling can simultaneously affect numer-
ous genes and large noncoding regions, ex-
ploring a broader mutational space than use
of single-nucleotide variants. The randomized
genomes can produce new cell lines with evolved
traits or optimized cellular properties and offer
insights into genotype-phenotype relationships.
Such approaches have already been successful
in yeast and can aid in understanding drug
resistance and improving biomanufacturing
in mammalian cells. The random large dele-
tions also allow genome-wide sequence essen-
tiality assays, creating essentiality maps that
help interpret pathogenic variants and un-
derstand genome structure and function,
and could lay the groundwork for the engi-
neering and synthesis of minimal mamma-
lian genomes.

The list of author affiliations is available in the full article online.
*Corresponding author. Email: leopold.parts@sanger.ac.uk (L.P.);
gchurch@genetics.med.harvard.edu (G.M.C.)

tThese authors contributed equally to this work.

Cite this article as J. Koeppel et al., Science 387, eado3979
(2025). DOI: 10.1126.science.ado3979
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Randomizing the human genome. Prime editing can insert recombination handles into repetitive elements in human cells, which can subsequently be induced to
rearrange, generating many random genomes. The surviving cells give a view into viable organizations of the human genome and the role of noncoding DNA in
maintaining cell integrity and fitness. pegRNA, prime editing guide RNA; loxPsym, symmetrical loxP site.
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Multiplex generation and single-cell analysis
of structural variants in mammalian genomes

Sudarshan Pinglay*, Jean-Benoit Lalanne, Riza M. Daza, Sanjay Kottapalli, Faaiz Quaisar,
Jonas Koeppel, Riddhiman K. Garge, Xiaoyi Li, David S. Lee, Jay Shendure*

INTRODUCTION: The structural variants (SVs)
present in mammalian genomes include dele-
tions, insertions, inversions, duplications, transloca-
tions, extrachromosomal DNA circles (ecDNAs),
and complex rearrangements. In an individual
human genome, SVs collectively affect more
nucleotides than any other class of genetic
variation and have been associated with myriad
rare and common diseases as well as normal
phenotypic variation. However, it has been very
challenging to study the functional conse-
quences of SVs at scale, largely because meth-
ods to generate, map, and characterize SVs in
model systems (e.g., mammalian cell lines) are
grossly underdeveloped.

Genome-shuffle-seq design
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RATIONALE: To address this challenge, we devel-
oped Genome-Shuffle-seq, a method designed
for the multiplex generation, mapping, and char-
acterization of several major SV classes (dele-
tions, inversions, translocations, and ecDNASs)
throughout a mammalian genome. Genome-
Shuffle-seq leverages barcoded, genomically
integrated “shuffle cassettes” whose design
facilitates: (i) bp resolution, genome-wide map-
ping of the coordinates of shuffle cassette in-
tegrations, through T7 in vitro transcription;
(ii) site-specific recombination of shuffle cas-
settes with one another, mediated by recom-
binases such as Cre or Bxbl; (iii) conversion of
barcodes from parental to novel pairings upon

Synthetic SVs detected in single cells

@ Deletions

® Inversions @ Translocations

Outlook: Genome-wide screens of SVs

» Measure SV impact on fitness, gene
expression and chromatin architecture

« Model cancer geneome rearrangements

¢ A minimal mammalian genome?

Genome-shuffle-seq enables the generation and characterization of thousands of structural variants
(SVs) in mammalian genomes, even at single-cell resolution. The method uses “shuffle-cassettes”
containing site-specific recombinase sites, unique DNA barcodes, and phage T7 promoters. Recombination
between shuffle cassettes results in novel barcode combinations that reflect SV identity, which is detectable
in bulk through polymerase chain reaction-amplicon sequencing or with single-cell RNA-seq after T7
transcription. BioRender.com was used to create some schematics in this figure.
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recombination, with each novel pair reflect-
ing the breakpoints and class of event that
generated it; and (iv) a co-assay of mRNAs
and barcode pairings by coupling of T7 in situ
transcription and single-cell RNA-seq. These de-
sign attributes are intended not only to generate
adiversity of SVs in a single experiment, but also
to facilitate their efficient and cost-effective
mapping and quantification, i.e., forgoing the
need for cell line cloning or whole-genome
sequencing.

RESULTS: In this proof of concept, we applied
Genome-Shuffle-seq to mouse embryonic stem
cells and human cancer cells, generating and
mapping hundreds to thousands of SVs per
experiment. We find that cells in which SVs
are generated through Cre-mediated recombi-
nation of symmetric loxP sites are rapidly de-
pleted, potentially due to toxicity of Cre and/or
of the SVs themselves. By contrast, cells in
which SVs are generated by Bxbl-mediated
recombination at asymmetric attB/P sites are
stable to propagation. This stability enabled
us to investigate selection pressures acting on
different classes of Bxbl-induced SVs, as well
as to begin characterizing their functional
consequences. First, we find that cells bearing
large deletions, but not inversions, are pref-
erentially lost from a proliferating cellular
population and that this is partly attributable
to intolerance for centromere loss. Second, we
observe that although balanced translocations
are tolerated in vitro, unbalanced transloca-
tions, particularly those that are acentric, are
rapidly depleted. Finally, by co-assaying the
transcriptome and shuffle cassette barcode
pairings in a bottlenecked population of genome-
shuffled cells, we demonstrate that we can mea-
sure the consequences of specific, induced SVs
on gene expression.

CONCLUSION: Genome-Shuffle-seq is a straight-
forward method that unlocks the possibility
of pooled cellular screens to quantify the func-
tional consequences of SVs spanning the entire
human genome on fitness, gene expression,
chromatin state, and three-dimensional nu-
clear architecture. Such data may (i) facilitate
the interpretation and mechanistic investiga-
tion of SVs associated with human phenotypes;
(ii) advance our understanding of the func-
tional architecture of mammalian genomes;
and (iii) inform efforts to design and construct
a minimal human genome.

The list of author affiliations is available in the full article online.
*Corresponding author. Email: pinglay@uw.edu (S.P.);
shendure@uw.edu (J.S.)

Cite this article as S. Pinglay et al., Science 387, eado5978
(2025). DOI: 10.1126.science.ado5978

S READ THE FULL ARTICLE AT
https://doi.org/10.1126/science.ado5978

science.org SCIENCE



RESEARCH

RESEARCH ARTICLE SUMMARY

Scratching promotes allergic inflammation and host
defense via neurogenic mast cell activation

Andrew W. Liu, Youran R. Zhang, Chien-Sin Chen, Tara N. Edwards, Sumeyye Ozyaman,

Torben Ramcke, Lindsay M. McKendrick, Eric S. Weiss, Jacob E. Gillis, Colin R. Laughlin,

Simran K. Randhawa, Catherine M. Phelps, Kazuo Kurihara, Hannah M. Kang, Sydney-Lam N. Nguyen,
Jiwon Kim, Tayler D. Sheahan, Sarah E. Ross, Marlies Meisel, Tina L. Sumpter, Daniel H. Kaplan*

INTRODUCTION: Scratching is an often irresis-
tible, stereotypical, and evolutionarily conserved
behavioral response to the sensation of cutane-
ous itch. In many common skin diseases, such as
dermatitis (eczema), protracted itching—or
pruritus—is the dominant symptom and repre-
sents a substantial source of morbidity. Scratch-
ing in response to itch is clinically well recognized
to exacerbate dermatitis and is pathogenic in
some diseases. However, scratching an itch is
often a pleasurable sensation and does not
trigger avoidance behavior, which suggests that
it may provide some benefit to the host.

RATIONALE: In the skin, activated dermal mast
cells mediate hallmarks of the cutaneous allergic

MrgprA3
itch-sensing
neuron

‘ Allergen * S. aureus \!T IgE/FceRl

: TNF
Infl ti
L T nflammation

response, including hives and itch, which re-
sults in scratching behavior. They also recruit
inflammatory cells and promote host defense
against Staphylococcus aureus. Mast cells can
be activated through a variety of mechanisms,
including allergens, that cross-link preformed
complexes of immunoglobulin E (IgE) anti-
bodies bound to the FceRI receptor or via
ligands for the MrgprB2 receptor, including
substance P (SP)—a neuropeptide released by
pain-sensing neurons. The functional conse-
quence of mast cell activation through dif-
ferent receptors, how scratching promotes
cutaneous inflammation, and whether scratch-
ing provides benefit to the host all remain
poorly explored.

TRPV1
pain-sensing
neuron

S. aureus host defense

Pruritogens ..' Substance P ' MrgprB2

Scratching synergizes with FceRI mast cell activation to drive allergic skin inflammation. Cross-
linking of FceRI or IgE on mast cells by allergens or S. aureus activates mast cell release of pruritogens
(itch-inducing factors) that are sensed by MrgprA3-expressing neurons. Scratching resulting from itch
sensation activates Trpvl-expressing neurons to release the neurotransmitter SP. SP acting through MrgprB2
on mast cells synergizes with FceRI to enhance mast cell release of TNF, resulting in enhanced cutaneous
inflammation and increased S. aureus host defense. [Figure created with BioRender.com]

SCIENCE science.org

RESULTS: To explore the relationship between
itch, scratching, and inflammation, we gen-
erated mice that allow for the selective and
inducible ablation of the nonpeptidergic 2
(NP2) subset of itch-sensing neurons, charac-
terized by the expression of MrgprA3 (called
MIgpraSm). We found that MrgprA3-expressing
neurons were required for scratching and in-
flammation in models of type 2 contact hypersen-
sitivity and Fee RI-mediated mast cell activation.
In both cases, scratching augmented mast cell
degranulation, tumor necrosis factor (TNF)
expression, and recruitment of neutrophils.
Scratching was not required for increased
expression of the alarmins thymic stromal
lymphopoietin (TSLP) and interleukin-33 (IL-33),
which are known to activate mast cells. Rather,
we found that scratching was sufficient to trig-
ger release of SP from Trpvl-expressing neu-
rons that synergized with FceRI cross-linking,
resulting in maximal TNF release from mast
cells. This was confirmed using mice with a
genetic ablation of MrgprB2 or the gene en-
coding SP (Tacl) and by chemogenetic inhibition
of Trpvl-expressing neurons. Inflammation in
mice prevented from scratching could be rescued
by exogenous activation of Trpvl-expressing neu-
rons. Finally, we found that scratching reduced
cutaneous microbial diversity and, in an epicuta-
neous S. aureus infection model, both inflam-
mation and host defense required scratching.

CONCLUSION: The itch-scratch cycle is a path-
ogenic process in allergic skin rashes, such as
dermatitis, or arthropod reactions. In this cycle,
itch and scratching increase inflammation and
disease exacerbation. Our data suggest that
scratching activates cutaneous Trpvl-expressing
neurons, which are a major source of SP in the
skin. Coordinated activation of mast cells by both
MrgprB2 and FeeRI agonism synergistically aug-
ments inflammation, in part through increased
recruitment of neutrophils. Thus, dermal mast
cells occupy a central node in cutaneous inflam-
mation and are capable of integrating both
adaptive and innate neuroimmune triggers.
Moreover, inflammation-induced scratching
can reduce the abundance of certain members
of the cutaneous commensal community and, in
the context of superficial S. aureus infection,
inflammation triggered by scratching provides
enhanced host defense. These data exemplify
how scratching can both exacerbate disease
and benefit the host through a neuroimmune
axis and reconciles the seemingly paradoxical
role of scratching as a pathological process and
evolutionary adaptation.
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Transforming achiral semiconductors into chiral
domains with exceptional circular dichroism

Thomas J. Ugras, River B. Carson, Reilly P. Lynch, Haoyang Li, Yuan Yao, Lorenzo Cupellini,
Kirt A. Page, Da Wang, Arantxa Arbe, Sara Bals, Louisa Smieska, Arthur R. Woll, Oriol Arteaga,
Tamas Javorfi, Giuliano Siligardi, Gennaro Pescitelli, Steven J. Weinstein, Richard D. Robinson*

INTRODUCTION: The creation of mesoscale chi-
roptic materials from nanoscale achiral build-
ing blocks has been previously realized through
exciton coupling in organic supramolecular
assemblies and with plasmons in inorganic
metal nanoparticle assemblies, but extending
excitonic chirality to inorganic semiconduct-
ing systems has remained elusive. Among the
many challenges to achieving this goal is the
need for degenerate excited electronic states,
which are difficult to obtain in nanocrystals
with nonzero size distributions, and the re-
quirement for aligned transition dipoles, an
unlikely characteristic in spherical nanocrys-
tals that lack a distinct axis. This goal is con-
sequential, as introducing chirality into the
band structure of semiconductors enables sim-

Achiral nanocluster solutions
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ultaneous control over light, spin, and charge,
key capabilities for driving innovations in
next-generation photonic, optoelectronic, and
spintronic technologies.

RATIONALE: We hypothesized that magic-sized
nanoclusters could overcome these obstacles
to form an exciton-coupled chiroptic inorganic
assembly. Magic-sized nanoclusters are atomic-
ally and electronically identical, enabling greater
wavefunction overlap and coupling between
neighboring nanoclusters. And they need not
be spherical, allowing for anisotropic arrange-
ments of their transition dipoles through dipole-
dipole interactions during solution processing.
Additionally, the bandgap, composition, and size
of semiconducting magic-sized clusters can be

Chiral nanocluster assemblies
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Chiral assemblies from achiral nanoclusters. Semiconducting magic-sized nanoclusters can form helical
assemblies through meniscus-guided deposition. Degenerate excited states split into nondegenerate states upon
coupling, producing exciton couplets in CD spectra. Controlling the evaporation geometry produces high-fidelity
films with handedness imparted onto the fibers, forming various domain shapes and sizes with homochiral
domains exceeding 6 mm? that transition smoothly between left- and right-handed chirality.
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rationally synthesized to tailor the chiroptic re-
sponses over a range of wavelengths.

RESULTS: Following our hypothesis, we found
that three different species of nanoclusters [cad-
mium sulfide (CdS), cadmium selenide (CdSe),
and cadmium telluride (CdTe)] could be assem-
bled through meniscus-guided evaporative pro-
cessing into films with strong circular dichroic
(CD) responses. Films made from CdS achieved
dissymmetry factors, the CD figure of merit, as
large as 1.30 for unpatterned, drop-cast films
and 1.06 for patterned assemblies, values that
approach the theoretical maximum. CD maps
collected with Mueller matrix polarimetry showed
that controlling the evaporative processing ge-
ometry enabled the creation of millimeter-scale
homochiral domains that continuously tran-
sition between left- and right-handed, with
their spatial organization adjustable through
processing parameters. The mechanism be-
hind these organized assemblies is elucidated
through linear dichroism (LD), small-angle x-ray
scattering (SAXS), and in situ microscopy,
which reveal that the meniscus guides highly
concentrated fibrous solutions, aligning their
transition dipoles within fibrous bands as they
deposit on a substrate. These bands are sub-
sequently twisted by fluid flows, generating
homochiral domains.

CONCLUSION: We report on a method to form
chiral films of three different inorganic semi-
conductor nanocrystals, with near-limit dissym-
metry factors and large homochiral domains.
Our results for the three different semicon-
ducting nanocluster systems demonstrate the
generality of the method, suggesting the ap-
plicability to other nanocluster species or col-
loidal nanoplatelets. Our experiments uncovered
the key mechanisms for achieving these chi-
roptic films by the meniscus-guided deposition
process, including the alignment of transition
dipoles of the constituents and the fluid flows
responsible for twisting the fibers, and make a
connection to emergent chiral properties. Har-
nessing methods to form chiral films from
achiral, solution-processable semiconductors
offers an opportunity in the design and fab-
rication of complex chiroptical metamaterials
in ways that are both scalable and versatile.
Beyond nanocluster films, this study provides
valuable insights into the complexities of hier-
archical assembly found in nature and offers a
pathway to extend these principles to other chi-
ral molecules and nanomaterials for engineering
sophisticated, twisted structures.
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Hippocampal coding of identity, sex, hierarchy,
and affiliation in a social group of wild fruit bats

Saikat Ray, Itay Yona, Nadav Elami, Shaked Palgi, Kenneth W. Latimer, Bente Jacobsen,

Menno P. Witter, Liora Las*, Nachum Ulanovsky*

INTRODUCTION: Social animals live in groups and
interact volitionally in complex ways. To per-
form real-life social behaviors, the brain needs
to code other individuals’ identities, represent
various types of social interactions, and encode
key social factors such as the sex, dominance
hierarchy, and social affiliation of multiple other
individuals. However, our understanding of how
the brain deals with such diverse requirements
stems from constrained laboratory experiments
in which an animal typically exhibits one spe-
cific behavior with one other animal in one
particular task. This leaves the fundamental
question unexplored: How does the brain ac-
tually represent the real world with its com-
plex, multianimal settings?

Experimental setup
Mixed-sex 24/7 colony of wild fruit bats

Flights Ii
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Classical view of hippocampus:
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RATIONALE: To understand natural social coding
in the mammalian brain, we studied Egyptian
fruit bats (Rousettus aegyptiacus), which are
highly social mammals, and focused on the
hippocampus, a brain area that in previous
studies has been shown to be important for
memories of social identities, episodic events,
and spatial locations. We hypothesized that
in natural scenarios, when all of these dispar-
ate aspects occur simultaneously, hippocam-
pal neurons would bind together all of these
different types of information. To create a
naturalistic environment, we established a
laboratory-based “cave,” housing mixed-sex
groups of five to 10 wild-caught bats. The bats
lived together continuously (24/7) for several

Findings

Neural coding of positions and directions
for self and others

Representation of specific social interactions

Invariant encoding of individual identities

Encoding of sex, hierarchy, and social
affiliation

pAdddy

~_

This study on social groups:
Sociospatial cognitive map in a social setting
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Hippocampal place cells also encode social information, forming a sociospatial cognitive map. In a
naturalistic mixed-sex colony of freely behaving wild Egyptian fruit bats, hippocampal CA1 neurons encoded
social interactions with other bats and represented the identity, sex, dominance hierarchy, and social
affiliation of other individuals. [Map illustrations: Juliana Brykova/Shutterstock]
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months, engaging in natural social behaviors
without any imposed tasks. During this time,
we conducted wireless neural recordings from
the dorsal hippocampus area CA1 of both male
and female bats and tracked their positions,
head directions, and social interactions with
each other.

RESULTS: The freely behaving bats formed a
stable social network and displayed three
key behaviors: (i) flying between two nets lo-
cated at opposite corners of the setup, (ii) en-
gaging in social interactions, and (iii) being
active on the net and observing each other.
We found that hippocampal “place cells,” neu-
rons known to represent the animal’s own po-
sition, were modulated during flight by the
social context, i.e., whether the bat was fly-
ing to meet another bat or to be alone. These
cells also encoded the identities of other bats.
This identity coding was invariant to the bat’s
flight direction. We also found that many hippo-
campal cells encoded social-interaction events,
with different neurons typically encoding dis-
tinct types of social interactions such as af-
filiative grooming or aggressive boxing. During
active observation on the nets, we used meth-
ods from machine learning and game theory
to reveal that neurons encoded the bat’s own
position and head direction, together with
the positions, directions, and identities of mul-
tiple other individuals. Identity-coding neu-
rons encoded the same specific bat across
different locations and different behavioral
states, both in-flight and on the net, provid-
ing another example of social invariance. The
strength of identity coding was modulated by
the sex, dominance hierarchy, and social af-
filiation of the other bats.

CONCLUSION: Our use of a naturalistic social
colony allowed us to discover that the classical
hippocampal cognitive map of space also in-
tegrates rich social information, forming a
sociospatial cognitive map. We found neurons
that encoded social interaction events, identi-
ties and sex of other individuals, dominance
hierarchy, and social affiliation, along with the
position and direction of both self and others.
These findings combine the historically dis-
parate views on hippocampal function, which
suggested that the hippocampus is important
for encoding memory, social identity, or spa-
tial maps. Here, we have shown that all of these
factors are represented together in the same
neural network.
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Ancient genomics and the origin, dispersal,
and development of domestic sheep

Kevin G. Daly“?t, Victoria E. Mullin't, Andrew J. Hare'f, Aine Halpin', Valeria Mattiangeli',

Matthew D. Teasdale®, Conor Rossi®, Sheila Geiger?, Stefan Krebs®, lvica Medugorac®’,

Edson Sandoval-Castellanos*’, Mihriban Ozbasaran®, Giines Duru®, Sevil Giilciir®, Nadja P6llath®°,
Matthew Collins™'2, Laurent Frantz*'3, Emmanuelle Vila'*, Peter Zidarov'®, Simon Stoddart's,
Bazartseren Boldgiv”’, Ludovic Orlando’®, Mike Parker Pearson', Jacqui Mullville?, Igor V. Askeyev?,
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The origins and prehistory of domestic sheep (Ovis aries) are incompletely understood; to address this,
we generated data from 118 ancient genomes spanning 12,000 years sampled from across Eurasia.

Genomes from Central Tiirkiye ~8000 BCE are genetically proximal to the domestic origins of sheep but
do not fully explain the ancestry of later populations, suggesting a mosaic of wild ancestries. Genomic
signatures indicate selection by ancient herders for pigmentation patterns, hornedness, and growth rate.
Although the first European sheep flocks derive from Tiirkiye, in a notable parallel with ancient human
genome discoveries, we detected a major influx of Western steppe-related ancestry in the Bronze Age.

umbering 1.2 billion worldwide (Food and
Agriculture Organization, 2020), sheep
were initially domesticated from the Asi-
atic mouflon (Ovis gmeling), which ranged
from Tiirkiye to eastern Iran (7-3). Along
with meat, skin, and fat, their lifetime (second-
ary) products, including milk (4) and dung (5),
have played a major role in human societies.
‘Wool, in particular, was a sought-after commod-

ity and source of warm, breathable, water re-
sistant textiles, which was intertwined through
the economies of early complex societies in fourth
to third millennium BCE Southwest Asia and
later in Bronze Age Europe (6, 7).

The origins of sheep management and hus-
bandry can be traced to the mid-ninth millenni-
um BCE in the northern Fertile Crescent. Among
Early Neolithic sites in the upper Euphrates

basin and Central Tiirkiye, faunal remains re-
veal the emerging new relationship between
humans and sheep through shifts in species
composition, age profiles, diet, the occurrence of
bone pathologies, evidence of fetal and neonatal
deaths on site, and progressive size reduction
compared with earlier hunted assemblages
(8-1I1). One millennium later, caprine pastoralism
was consolidated more widely across Southwest
Asia with smaller, phenotypically domestic sheep
populating landscapes well beyond the natural
distribution of wild sheep (12-14).

To investigate the origins, dispersal, and de-
velopment of sheep, we analyzed 118 newly
sequenced ancient sheep genomes spanning
12,000 years (Fig. 1A) with a mean coverage
of 0.85x (~0.01x to 5.38x; figs. S2 and S3 and
tables S1 to S5), supplemented with five pub-
lished ancient genomes (75, 16). Their geographic
range stretches from Mongolia to Ireland (fig.
S1), with a particular focus on Southwest Asia
(N =70 sheep genomes) (Fig. 1B). We analyzed
these with 73 modern Ovis genomes (table
S4), including 57 domestic Ovis aries from Asia,
Europe, and Africa; 12 O. gmelini from Iran;
and 4 Iranian urials (Ovis vignez).

Ancient wild genomes point away
from domestication in the east of the
Fertile Crescent

Eight of our ancient genomes are from wild
Ovis. Three Iranian samples from Tappeh Sang-e
Chakhmaq (~6000 BCE; Fig. 1) (17, 18) are iden-
tifiable as urial (O. vignei) by their segregation
with modern urials in principal components
analysis (PCA; PC3 in fig. S4 and table S6), D
statistics (fig. S5 and table S7), and their mito-
chondrial DNA (mtDNA) sequences (fig. S6
and table S1). Four specimens with genomic af-
finity with wild Eurasian mouflon (O. gmeling;
fig. S4) derived from Nachcharini Cave (Lebanon)
and Kortik Tepe (Tiirkiye), dating to mid-10th
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Fig. 1. Provenance and principal components analysis of 123 ancient wild and
domestic sheep genomes (118 reported in this study) projected onto modern
Ovis diversity. (A) Approximate sample date plotted versus (jittered) longitude
[corresponding to positions in (B)]. Symbols with dots indicate ancient wild
genomes. (B) Provenance and cultural period of sampled genomes. (C) Plot of PC1
and PC2 with symbol and color key as in the map; clear separations between hunted

wild (samples from Tappeh Sang-e Chakhmag, Ganj Dareh, Koértik Tepe, and
Nachcharini Cave) and human-managed sheep and also between eastern and
western locations are visible. The “Eastern cluster” designation encompasses ancient
sheep from Georgia, Iran, Azerbaijan, Uzbekistan, Kyrgyzstan, and Mongolia. (D) Plot
of PC1 and PC2 calculated with modern wild genomes removed, which shows
geographic separation by continent. Cal, calibrated; C., central; E., eastern.

millennium BCE. Both assemblages lack demo-
graphic indicators of management (13, 19) and
predate evidence of sheep management (2, 20). A
final wild mouflon genome is from ~8000 BCE
Ganj Dareh (Iran), where sheep (in contrast
to contemporaneous herded goats) show a
demographic profile typical of hunted pop-
ulations (2I). In PCA, when we project our an-

and wild Ovis genomes (Fig. 1C, fig. S4, and
tables S3 and S4/), these ancient wild samples
clearly separate from those representing man-
aged, domestic assemblages on PCI; this, along
with other analyses, were tested for robustness
with respect to sequencing error and selection of
variant sites (22).

Among the ancient wild sheep (Fig. 1, B and

cient data on a framework of modern sheep

SCIENCE science.org

C), those which plot closest to domesticates on

PC1 are the three more western mouflon ge-
nomes from Nachcharini Cave in Lebanon
(~9700 to 9000 BCE), followed by those from
Kortik Tepe [20 (o, standard deviation) Cy,
age: 9873 to 9453 BCE] in Southeast Tiirkiye,
and then Ganj Dareh (26 C., age: 8279 to
7960 BCE) in the Iranian Zagros toward the
eastern side of the wild Ovis range (Fig. 1C).
This hierarchy within wild versus domesticated

31 JANUARY 2025 « VOL 387 ISSUE 6733 493



RESEARCH | RESEARCH ARTICLES

Herxhe|m»~«)

" Sang-e
Chakhmaq

IE

Neolithic East &
Chalcolithic Iran

Neolithic Europe
Asikl Hoyik sheep are basal
to all later domesticates

~a

(~6000 cal BCE)

Mouflon

Urial

0.271

Other Post-Neolithic
Ancient Sheep

Late Neolithic Turkiye

Gene flow or
structure

Late Neolithic Early Neolithic

Tarkiye Turkiye-Asikli
Neolithic Europe

Neolithic East

m Goat

Ancient
Wild Mouflon

; Significant, negative D scores indicate later Neolithic European
& Turkish sheep have wild ancestry not represented by Asikli

B Early Neolithic Turkiye -Asikli

Late Neolithic Turkiye -Yenikapi
Neolithic Europe
Neolithic East

Within-group pairwise distance (IBS)

0.221

B9 Late Neolithic Tirkiye - Mentese & Erbaba

Ancient Wild
Tarxien3 { R D
. i I c I 1 achcharini
Herxheim8 | «- Not significant
Herxheim?7 - |—._‘|_._| == Significant
Dzhulyunitsai 4 —_, =
Blagoting i u
Blagotin7 - = : =
Blagotiné - |_|_°_|._| [‘?n
Blagotin20 1 —t c
Blagotin18 1 ! S
Blagotin17 4 P | : ®
3 Blagotini5 4 —_—t
L Blagotin13{ ; e
O Blagotini1 !
£ Blagotini0- —tt
©
% Mentese9 1 |_‘_f|
%5 Mentese7 1 —_—t o
Iq—) Mentese6 1 | @
Mentese11 1 ! & =
[ o8
Marmaras 1 | 8=
Marmara? 1 — @ g
Marmara5 - —— ron —
| -
Marmara4 1 T =~
Marmara3 1 |_.|_=|| s
Marmarai 4 1
Erbaba3 =l
Erbaba - —
! z
- ®
Shulaveris3 - —_r =k
Gadachrili4 4 ! g
Gadachrili3 1 = : m
Semnan4 4 . 8
0.075 0.050 -0.025 0.000  0.025
D(H1, Neolithic Asikli; Ancient Wild, Goat)

Fig. 2. Patterns of Neolithic sheep diversity. (A) The groupings of Neolithic
samples compared in (B), with sampled sites also indicated. (B) Neighbor-joining
tree based on IBS data of ancient and modern Ovis. Asikli Hoytik sheep are
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Fig. 3B). Neolithic East refers to genomes from ~6000 BCE Iran, Azerbaijan,
Georgia, and Kyrgyzstan, highlighted in purple in (C). The outgroup goat

is not shown, and a clade of modern Iranian mouflon is collapsed; see fig. S9

affinity is supported by identity-by-state phylo-
genetic analysis, where the Lebanese mouflon
form the closest ancient outgroup to all domes-
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ticate genomes, and Ganj Dareh, the most dis-
tant (fig. S6). Additionally, later Iranian domestic
sheep cannot be modeled (qpWave; table S10)

for individually labeled phylogeny. Samples PielO and Piell from Mdgura
Gorgana, Romania, were excluded owing to higher sequencing error rates (table
S1). (C) Comparative plots of diversity among Neolithic groups using within-
group pairwise IBS distance. (D) Error-corrected D statistics testing whether
the pairing of Early Neolithic Central Turkish (Asikli Hoytk) and individuals from
Late Neolithic (~6000 BCE) sites retains integrity when ancient wild sheep
groups are considered as introgressors; group level tests are presented in table
S7, and tests with Asikli individuals, in fig. S16.

as stemming from the Ganj Dareh mouflon
genome. This evidence points away from a
core area of sheep domestication at the east of
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Fig. 3. An admixture history of domestic sheep. (A) Phylogenetic scheme
based on recurrent features emerging in Admixtools2 exploration, with topology
supported by a Treemix analysis (figs. S12 and S15). Dashed arrows denote minor
(<25%) and solid arrows show major (>25%) secondary admixtures. Vectors
involving the Medieval Israel, Medieval Georgia, and (combined for illustration)
Chalcolithic-Medieval Iran-Azerbaijan groups were grafted to the model based on
gpWave, gpAdm, and Treemix results. (B) Error-corrected D statistics testing

for admixture from different eastern sources (see color key) with Neolithic European
genomes as a reference. The strongest introgression signals are from a Neolithic

the mouflon range in the Zagros and accords
with an origin in the western range of south-
west Asia. It also aligns with the archaeofaunal
record evidencing that domestic sheep pheno-
types and management occurred later in that
region, around 7000 BCE (12, 23). By contrast,
by around 8000 BCE, goats in Iran had already
begun a demographic and genetic transition
toward the domesticated state (21), indicating
uncoupled early domestication processes in
the two small livestock species in the eastern
arc of the Fertile Crescent.

Early Neolithic Asikl Hoyiik are a basal
population but do not fully represent
domestic ancestry

PC1 also distributes samples of herded popu-
lations in order of archaeological age (Fig. 1C),
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the Medieval Israel sheep.

stretching from Early Neolithic Asiklh Hoyiik
(8300 to 7500 BCE) through later Neolithic
genomes (Fig. 2A) and subsequent periods to
medieval and, lastly, modern genomes. The
Asikh Hoylik genomes, represented by a mix-
ture of shotgun and whole-genome enrichment
data (we restrict key analyses to shotgun data
only), are from close in time to the beginnings
of sheep domestication. There, herd manage-
ment is reflected in the culling of young males,
slaughtering near habitations, and accumula-
tion of dung and urine in sediments, indicating
the stabling of livestock on site (8, 24). However,
sheep at this time did not yet have the reduced
size and altered morphology typical of later
domesticates (25). When we modeled the an-
cient sheep phylogeny using either individuals
with identity by state (Fig. 2B and fig. S9) or
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East-related source in earlier time periods, with stronger signals from Bronze Age
West Russia in later Europeans. Non—error-corrected group and individual tests are
shown in figs. S20 and S21. (C) Supervised ancestry modeling of post-Neolithic
genomes; the color key denotes the potential sources considered. Models with the
highest P values are shown (35), with alternative fitting models in table S11. Fitting
models for Chalcolithic Turkiye samples always comprise western and eastern
mixture, but a range of alternate eastern sources are accepted, suggesting that their
source is not well represented in our data; we similarly fit a range of models for

admixture graph exploration with genomes
grouped into the major geographic-temporal
PCA clusters (Fig. 3A, figs. S10 to S15, and
tables S8 and S9), Asikl1 Hoyiik holds a basal
position among domesticates [inferred by
using shotgun but excluding genome-enriched
sequencing data (22)]. This is consistent with
that population being genetically proximal to
the origins of domestic sheep.

However, our Late Neolithic samples (here
defined as ~6000 BCE) are likely not a simple
derivation of this early Central Turkish diver-
sity. D statistics with either the wild Ganj Dareh
or Nachcharini sheep as outgroups to test the
integrity of Asikli HOylik-Late Neolithic genome
clade pairings point toward the latter having a
broader wild ancestry than the flocks raised at
Asiklh Hoyiik (Fig. 2D and fig. S16; although
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tests with different Asikh individuals produce a
mixture of positive, indeterminate, and negative
results, fig. S17). Moreover, these later populations
cannot be modeled as deriving from the Asikli
sheep alone (by using gpWave to evaluate the
fit of single ancestry streams, table S10). This
could arise from local wild genomes being in-
corporated in their population histories after
a common origin (26). Alternatively, a broader
mosaic of wild diversity gave rise to the foun-
der herds, not all of which are represented in
our Asikli Hoyiik sample. Genomic sampling
of additional ninth millennium BCE assemb-
lages within the natural habitat of the mou-
flon, including from the Northern Levant
and upper Euphrates basin in the center of
the Fertile Crescent, would distinguish these
scenarios.

Migrations and admixture shaped ancient
sheep populations

In PC space, western Neolithic sheep appear
highly structured (Fig. 1C). There are distinct
clusters of genomes deriving from Turkish and
European Neolithic sites. By contrast, ~6000 BCE
Neolithic sheep genomes which are geograph-
ically dispersed among Georgia, Azerbaijan, east-
ern Iran, and Kyrgyzstan sites (15) cluster tightly
genetically; we refer to this group as “Neolithic
East” in subsequent analyses. Relative homo-
geneity of these eastern genomes is supported
by pairwise identity-by-state (IBS) values (Fig. 2C)
and a cladal relationship (along with Chalcolithic
Iran) in an IBS-based phylogeny (Fig. 2B).

When we calculated PC1 and PC2 without
modern wild genomes, three poles of variation,
marked by trends in ancient and modern Euro-
pean, Asian, and African animals (Fig. 1D), be-
came apparent. Ancient Turkish sheep trend
toward the European pole, Iranians toward
the Asian population, and, although less pro-
nounced, medieval genomes from Israel toward
African sheep today, implying roles in the foun-
dations of the respective continental herds. Sup-
ported by D statistics and gpAdm modeling (fig.
S18 and tables S7 and S11), these separate con-
tinental affinities of the three corners of the
Fertile Crescent have parallels in ancient goat
and cattle genomes (27, 28). However, there are
additional complexities in the trajectories of
these sheep populations.

To explore the role of gene flow in the devel-
opment of ancient sheep, we explored phyloge-
netic relations using admixture graph exploration
and Treemix (fig. S12) and constructed a sum-
mary schema (Fig. 3A). This retained the most
frequent features within best-fitting solutions
[(22); tables S8 and S9] and explicitly mod-
eled inferred population mixtures with qpAdm
(Fig. 3B and table S11). The primary divide in
the Late Neolithic (~6000 BCE) and subsequent
periods is between east and west (Figs. 1, C and
D, and 3A). The earliest admixture between these
involves sheep from Late Neolithic Yenikapi
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on the western shore of the Bosphorus, show-
ing additional minor eastern ancestry rela-
tive to neighboring sheep populations (qpAdm:
17 to 20% with one outlier, Marmara8, at 53 +
16%; fig. S19 and table S11). Late Neolithic Turkish
populations have been noted to exhibit reduced
mtDNA diversity, which is modeled as the re-
sult of a population bottleneck occurring as
founder flocks migrated from the region of
domestication (29, 30). mtDNA diversity does
not similarly decline in the Neolithic East (table
S1). Although we saw reduced autosomal diver-
sity (assessed as levels of pairwise allele sharing;
Fig. 2C) in the Neolithic European and East-
ern populations, this was not the case in our
Late Neolithic Turkish sheep. This contrast
between maternal and whole genome pat-
terns may be at least partly explained by sec-
ondary directional admixture (mediated largely
by choice of sires), which, in herded stock, can
leave mtDNA diversity unchanged (28). There
were distinct routes and events during disper-
sal from the initial domestication region through-
out coastal and inland Tiirkiye (26, 31), with
likely ongoing exchange of animals within
Neolithic Southwest Asia.

We found little evidence of discontinuity after
the foundation of the eastern population: sheep
from the Chalcolithic and later periods can be
modeled entirely by the Neolithic East group
(gqpWave, table S10) according with their close
clustering in PCA and despite a wide geograph-
ical provenance. Conversely, both the European
and Central Turkish Chalcolithic show differ-
ences relative to their Neolithic counterparts,
clearly indicated by D statistics (Fig. 3B and
figs. S19 to S23) and unsupervised ancestry
modeling (fig. S24). Within central Tiirkiye, in a
discontinuity with Neolithic genomes, Chalco-
lithic Giivercinkayasi sheep are a mix of western
and eastern ancestry (57 to 70%, from all fitting
group-level gpAdm models with a range of possi-
ble eastern sources; table S11). At Giivercinkayasi,
decorated pottery, stamped seals, and seal im-
pressions point to connections to Mesopotamian
Ubaid culture sites (32), which were known to
practice large-scale, mobile sheep pastoralism
(33). Notably, the signals of east-to-west gene
flow in Southwest Asian sheep have resonance
with a wider recurring pattern of westward
movements from the Caucasian, Iranian, or
northern Mesopotamian cultural sphere that is
paralleled in both material culture and human
genetics (34). Substantial Iranian or Caucasus
ancestry influx into Anatolian and Mediterra-
nean human populations also occurred in the
Chalcolithic and has been postulated to cor-
relate with the spread of Anatolian languages
basal to Indo-European tongues (35). Eastern
input extends into Southeast European Chal-
colithic sheep (18.7 to 32.3% for best-fitting mod-
els, but gpAdm allows several possible sources;
table S11), according with multiple postulated
cultural shifts between the Early Neolithic

Staréevo horizon (represented here by the
Blagotin assemblage, Fig. 2A) and the Chal-
colithic period [fig. S1, (36)].

Steppe-related sheep migration to Europe

The most dramatic east to west genome intro-
gression, both in distance traversed and extent
of influence, is that which transformed Bronze
Age and subsequent European sheep. Super-
vised ancestry modeling, likelihood-based graph
exploration [Treemix (37); figs. S12 to S15), and
D statistics (Fig. 3B; variation in D scores were
observed by using individual Neolithic European
sheep rather than groups; see fig. S21 and table
S6) favor Late Bronze Age sheep sampled from
the Russian Volga-Ural steppe as the best-fitting
source. With gpAdm, we estimate that 44 to 61%
of the individual ancestry of European sheep
from the Bronze Age onwards derives from West-
ern steppe-related admixture (Fig. 3C). Post-
Neolithic translocations of steppe sheep into
Europe fit studies of modern genetic markers (38)
and are hinted at by ancient mtDNA data (39).

One of the most substantial findings from
ancient human genomics is strong evidence for
a massive steppe-derived population turnover in
Europe around 3000 to 2700 BCE (40, 41). We
infer that, in the frame of this cultural process,
sheep populations were transformed by a trans-
location from the steppe into central and west-
ern Europe by the mid-second millennium BCE.
This was likely motivated by the lifeways and
dietary preferences of the third millennium BCE
Yamnaya culture, i.e., primarily sheep-herding,
migratory pastoralists of the Pontic-Caspian
steppe that depended on small livestock for
dairy products (42, 43).

Ancient signals of selection and sheep
production traits

To test which traits may have undergone selec-
tion in prehistory, we focused on the two clusters
of genomes in our data with the best sampling
and genome coverage (Fig. 1C): Neolithic south-
east Europe (restricted to genomes from the
~6000 BCE assemblage of Blagotin-Poljna,
Serbia) and Bronze Age-to-medieval European
sheep (pooled across assemblages dating to
~1400 BCE to ~1100 CE). We used these two
groups comprising 6 (mean 1.37X coverage)
and 13 genomes (mean 1.69X coverage) and
compared them with 17 modern wild sheep
genomes (44) to calculate pairwise fixation in-
dices in genome-wide windows. This is summa-
rized in population branch statistics (45) within
which we identified 50-kb windows with exces-
sive divergence and located these signals on the
respective trajectories of the Neolithic or post-
Chalcolithic groups (fig. S25).

On the branch leading to the ~6000 BCE
Neolithic population, it is notable that, within
the 10 most-elevated signal peaks, a majority
contain genes with prior evidence for pheno-
type consequence and/or selection history in
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modern sheep. The strongest genome-wide peak
is adjacent to the genes PDGFRA and KIT [a
locus implicated in selection and coat color,
e.g., piebaldism, in multiple species (27, 46);
fig. S25]). The fourth-ranked region contains
MCIR, which has also had variation linked to
coloration in multiple studies (47, 48). This
suggests that, within the first two millennia of
sheep husbandry and mirroring results from
ancient goat genomes (27), herders had strong
preferences for coat colors and patterns. This
may have aided identification within commu-
nally herded flocks, resulted from pleiotropy
with behavior (49), or reflected value for decora-
tion or textile production, although systemic use
of animal-based textiles does not occur until
later periods (50). Alternately, domestic animals
possess strong symbolic and aesthetic value,
and it is possible that herders simply favored
the beautiful and unusual. Other outlier Neo-
lithic signals contain genes suggesting early
selection for growth rate [GHR (51)], wool mor-
phology [SHCBPI (52)], and climate adaptation
[TBCID12 (53)].

Selection in later ancient Europe

By the Bronze Age, sheep began to play a more
central economic role in Europe, demonstrated
by the appearance of larger breeds, higher pro-
portions of polled (i.e., hornless) animals, and
wool as a key textile and traded commodity
(54, 55). In the post-Chalcolithic European
branch, the strongest signals include RXFP2,
the major determinant of horn shape and
the polled trait (56). We did not find strongly
outlying signals associated with wool trait loci,
although the occurrence of several within the
top 1% of genome windows may concord with a
more diffuse selection process (table S12). These
include IRF2BP2, which has a 3' untranslated
region-derived variant associated with fleece
fiber (57) that shows an increase from 50 to 91%
(P = 0.012, binomial test) between our Neolithic
European sheep and those bred in the Iron Age
and medieval periods (fig. S26).

We have shown that herds in the wool-
enriched economies of Bronze Age and later
Europe were transformed by a major influx
from the Western steppe. Within these sheep
herds, we see some indication of selection at
fleece-related genes. However, as coarse yarns
continued to be used for textiles, the adoption
of wool was probably a spatially and tempo-
rally heterogeneous process, rendering human
exploitation of this lifetime product more akin
to an evolution than a revolution (55).
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METALLOENZYMES

Conformational dynamics of a multienzyme complex
in anaerobic carbon fixation

Max Dongsheng Yin't, Olivier N. Lemaire?t, José Guadalupe Rosas Jiménez>*, Mélissa Belhamri?,
Anna Shevchenko®, Gerhard Hummer®*, Tristan Wagner?>®#, Bonnie J. Murphy**

In the ancient microbial Wood-Ljungdahl pathway, carbon dioxide (CO,) is fixed in a multistep

process that ends with acetyl-coenzyme A (acetyl-CoA) synthesis at the bifunctional carbon monoxide
dehydrogenase/acetyl-CoA synthase complex (CODH/ACS). In this work, we present structural
snapshots of the CODH/ACS from the gas-converting acetogen Clostridium autoethanogenum,
characterizing the molecular choreography of the overall reaction, including electron transfer to the
CODH for CO, reduction, methyl transfer from the corrinoid iron-sulfur protein (CoFeSP) partner

to the ACS active site, and acetyl-CoA production. Unlike CODH, the multidomain ACS undergoes
large conformational changes to form an internal connection to the CODH active site, accommodate
the CoFeSP for methyl transfer, and protect the reaction intermediates. Altogether, the structures
allow us to draw a detailed reaction mechanism of this enzyme, which is crucial for CO,

fixation in anaerobic organisms.

he most ancient pathway for carbon di-
oxide (CO,) fixation, the Wood-Ljungdahl
pathway, also known as the reductive
acetyl-coenzyme A (acetyl-CoA) pathway,

is also the most efficient natural CO, fix-
ation pathway in terms of adenosine triphos-
phate (ATP) input (7, 2). This strictly anaerobic
process, performed by a wide range of aceto-
genic bacteria and methanogenic archaea (3),
is also used in biotechnology (4-6). In this path-
way, the methyl branch transforms CO, into a
methyl group bound to a cobalamin derivative
(hereafter simplified as B12), and the carbonyl
branch reduces CO, to carbon monoxide (CO).
The latter reaction is catalyzed by an Fe-[Ni-
3Fe-4S] cluster (C-cluster) in the carbon mon-
oxide dehydrogenase subunit of the bifunctional
carbon monoxide dehydrogenase/acetyl-CoA syn-
thase complex (CODH/ACS) (7-17). The branches
converge at the Ni-Ni-[4Fe-4S] cluster (A-cluster)
localized in the ACS subunit (fig. SI) to generate
acetyl-CoA from CO, the methyl group, and CoA
(8, 9, 18). Subsequently, acetyl-CoA can be con-
verted to acetate for energy conservation or
assimilated into cellular carbon (19, 20). Other
microbes use the same enzyme for the reverse
process of acetyl-CoA decarbonylation (71, 21, 22).
Structural insights into the catalytic reactions
of CODH and ACS have been obtained from
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standalone enzymes and bifunctional CODH/
ACS complexes, including those from Moorella
thermoacetica, Carboxydothermus hydrogeno-
formans, and Clostridium autoethanogenum
(Mt, Ch, and Ca, respectively) (8, 9, 12, 15-18, 23, 24).
However, the overall molecular mechanism of
acetyl-CoA synthesis is still not fully understood
owing to the complexity of the reaction, which
requires several additional actors and substan-
tial structural rearrangements of the ACS.

In one of the accepted scenarios, the reac-
tion begins with CO, reduction at the C-cluster,
which requires electron transfer from a ferre-
doxin (25). The electrons are first transferred
to a solvent-exposed [4Fe-4S] cluster (D-cluster,
alternatively a [2Fe-2S] cluster) (7, 12, 14, 26-28)
located on the symmetry axis of the CODH
dimer before being transferred to the C-cluster
through an intermediate [4Fe-4S] cluster (B-
cluster). Once produced, CO is channeled to the
A-cluster through a hydrophobic internal tun-
neling network and covalently binds as a car-
bonyl group to the proximal Ni (Ni,) (8, 16, 23, 29).
Subsequently, the methyl-Co(II1)-B12, carried
by the corrinoid iron-sulfur protein (CoFeSP),
interacts with ACS to transfer a methyl cation
to the A-cluster (30, 31). The methyl and car-
bonyl groups react to generate an acetylated
A-cluster (32), which promotes the formation
of acetyl-CoA through its reaction with the thiol
group of CoA.

This reaction mechanism requires flexibility
of the ACS as a prerequisite for complete turn-
over because the ACS must undergo sequen-
tial reactions dependent on ferredoxin, gas
trafficking, CoFeSP, and CoA. The ACS is com-
posed of three functional domains (A1, A2, and
A3, from the N terminus to C terminus) sepa-
rated by linkers that allow interdomain flex-
ibility. Multiple conformational arrangements
of the ACS have been shown through x-ray
crystallography and negative-stain electron

microscopy (8, 9, 15-18, 24, 33). However, high-
resolution structures of the CODH/ACS com-
plex with its partners or ligands are lacking,.
In this study, we aimed to capture the CODH/
ACS in action by visualizing the missing confor-
mations in various protein-protein interaction
or ligand-bound states. All presented results
are derived from proteins anaerobically iso-
lated from the biotechnologically relevant syn-
gas converter C. autoethanogenum, an acetogen
that we cultivated heterotrophically on fructose
in the presence of H, and CO,, as reported pre-
viously (16). Previous studies have shown that
CODH/ACS from C. autoethanogenum catalyzes
reversible CO oxidation with artificial electron
acceptors or ferredoxin as the physiological part-
ner and methylates the A-cluster with methyl-
cobinamide (16, 34, 35) (see methods). In this
work, to structurally characterize the mecha-
nism of acetyl-CoA synthesis, we prepared
solutions of CO-treated CODH/ACS-ferredoxin
and iodomethane-treated CoFeSP. The solu-
tions were mixed and rapidly plunge-frozen for
cryo-electron microscopy (cryo-EM) analysis
under anaerobic conditions at ~5% CO in the gas
phase. The final mixture contained CODH/ACS
heterotetramer, CoFeSP, and ferredoxin in a 1:2:1
molar ratio [all identified by mass spectrom-
etry (16, 34); fig. S2], with iodomethane as the
methyl donor and CO as the carbonyl and elec-
tron donor. After electron microscopy imag-
ing and initial data processing, we performed
three-dimensional (3D) refinement with C, sym-
metry, yielding maps of the rigid core of the
enzyme, which is composed of the CODH and
Al, at resolutions reaching 1.94 A (figs. S3 and
S4A and tables S1 and S2). By further classify-
ing the CODH/ACS into different states, we
gained a detailed view of acetyl-CoA synthesis.

Ferredoxin-dependent CO, reduction
at the C-cluster

The symmetric map of CODH/ACS exhibited
an additional feature, which was not attribut-
able to either the CODH or ACS, at the sym-
metry axis of CODH. It was further analyzed
by focused classification and local refinement
without symmetry applied, resulting in a map
showing ferredoxin, harboring two [4Fe-4S] clus-
ters, bound asymmetrically near the D-cluster
on the C, symmetry axis (Fig. 1A and figs. S4B,
S5, and S6A). The quality of the density map
is substantially lower than that of the rest of
the structure, which reflects the expected tran-
sient interaction. Hydrogen bonding and hy-
drophobic contacts stabilize the complex (fig.
S6B), forming an interaction network that
could be supplemented by electrostatic attrac-
tion between positively charged residues (Lys®,
Lyses) on the flexible loops of the CODH and
the negatively charged area of the ferredoxin
(fig. S6C). A previous study questioned the
role of the D-cluster as an electron entry or
exit point owing to its midpoint potential in
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Fig. 1. Conformational
gallery of the CODH/ACS.
(A) Ferredoxin (Fd, green)
docks at the C, symmetry
axis of CODH (gold and
wheat). The symmetry axis
is indicated with a vertical
line. Al is displayed in blue.
The cryo-EM density of the
CODH/ACS-ferredoxin
complex is displayed as a
surface at 8.8, with colors
matching the model. As
seen in the inset, the binding
conformation should allow
efficient electron transfer
between the [4Fe-4S]
cluster of ferredoxin and
the D-cluster of CODH;
distances are shown as
dashed lines. (B to F) The
collection of flexible ACS
conformations (B), with
structures from this study
highlighted and aligned
based on the Al domain
with the open state
obtained from MtCODH/
ACS (underlined, PDB ID
10A0, chain D) and the
extended state (CaCODH/
ACS, PDB ID 6YTT, chain A)
of ACS. The Ni,-F209 and
F491-W405 distances
(defined below as L;.3 and
L,.3, respectively) for the
closed (C), hyperextended
(D), semiextended (E),

and acetyl-CoA-bound (F)
ACS conformations are
indicated by dashed lines,
with the measured values
provided alongside the
structures. The ACS domains
are shown in shades of

blue, from darker at the

N terminus to lighter at the
C terminus, and the CoFeSP
is shown in pink, with a
darker shade for its large
subunit. All metallocofactors
are shown in stick repre-
sentation. For clarity, the B12
domain of CoFeSP is
omitted in (D).

the monofunctional CODH of Rhodospiril-
lum rubrum (25, 36). However, the observed
interaction and the intercluster distance of
8.7 A in our structure supports ferredoxin
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The experimental map at the C-cluster shows
no evidence of a bound small-molecule ligand
(fig. S7). An unrestrained model of the C-cluster
exhibited a short distance (2.3 A) between Ni

docking and electron transfer at the D-cluster
(Fig. 1A) (7, 12, 26-28, 37). Electrons are then
transferred via the B-cluster to the catalytic
C-cluster.
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Fig. 2. In the hyperextended, CoFeSP-bound state, rotation of the CoFeSP
B12 domain brings the B12 toward the Nip. (A) The cryo-EM map of the
complex (class 3CB) showing ACS bound to CoFeSP in color, with the rest of the
complex in gray. (B) The B12 domain undergoes a 47° rotation (the rotation
axis is shown as a light blue bar) from class 3A to class 3CB, positioning the Co
atom of B12 6.7 A away from the Ni,. The B12 domain and B12 are colored
according to the rotational states, as indicated by the color code, and the rest of
the complex is gray. (C) Detailed views of the three rotational states, with key
hydrogen bonds indicated by dashed lines. Cofactors and residues of interest are
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in stick representation. In (A) and (C), the ACS domains are shown in shades of
blue, from darker at the N terminus to lighter at the C terminus, and the CoFeSP
is colored pink, with a darker shade for its large subunit. (D) Sequence
conservation analysis shows that most of the B12-stabilizing residues are well
conserved in bacteria and archaea. In both (C) and (D), residues involved in
hydrogen bonding through their main chain atoms are underlined. Single-letter
abbreviations for the amino acid residues depicted in the figures are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, lle; K, Lys; L, Leu; M, Met;
N, Asn; P, Pro; Q, GIn; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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Fig. 3. Crystal structure of the CODH/ACS in the acetyl-CoA-bound state.
(A and B) Close-up views of acetyl-CoA binding, highlighting key interacting
residues. The electron density maps (2F,-F.) for the acetyl-CoA and the
A-cluster are shown as light orange surfaces contoured at 1.1c. A hydrogen
bond is indicated by a dashed line. The crystal structure was obtained

from a sample different from that used in the cryo-EM analysis. For clarity,
residues 323, 398, 399, and 405 in (A) and residues 386, 487, and 491 in

and the pendant iron (Fe,), both refined with
partial occupancy (~50 and ~60 to 70%, re-
spectively). The possibility of a Ni-Fe bond
acting as an electron store was previously pro-
posed (38), though the length of a typical Ni-
Fe single bond is expected to be on the order
of 2.5 A (39, 40). Mixed quantum mechanics/
molecular mechanics (QM/MM) calculations
using density functional theory (DFT) for the
quantum region (supplementary text, figs. S8
and S9, and table S3) support this hypothesis,
yielding an average Ni-Fe, distance of 2.5 A,
which we have modeled accordingly in the
C-cluster (fig. S7A).

Conformational spectrum of ACS allows
A-cluster carbonylation

Poorly resolved density was present at the ex-
pected positions of domains A2 and A3. Using
focused classification and refinement of symmetry-
expanded datasets (fig. S10), we were able to
separate two classes (named class 1 and 2 in
the processing workflow, refined to resolutions
of 2.83 and 3.29 A, respectively) with clear den-
sity for A2 and A3 but without additional den-
sity attributed to CoFeSP (figs. S4, C and D, S10,
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atoms are underlined.

and S11; and tables S2 and S4). The rearrange-
ment of the domains can be modeled as multi-
body motion (33) with very low root mean square
deviation of each domain across different con-
formational states and organisms (table S5).
Multiple terms have been used to describe the
ACS conformation in previous works, such as
“open,” “closed,” and “extended.” In this work,
we introduce a reference framework for a sim-
ple comparison of these states in terms of dis-
tances between conserved sites in the three
domains. In addition to the global opening and
closing of the ACS owing to a highly flexible loop
connecting Al to A2 [previously shown to be
highly sensitive to limited proteolysis (16)], the
relative positions of A2 and A3 can also un-
dergo an opening-closing movement, allowing
or occluding access to the Nij, independently
of the Al position. To best characterize this dual
flexibility, we propose the distances Ni,-F209
and F491-W405 (CaACS numbering, where F
is Phe and W is Trp) as proxies of interdomain
1-3 and interdomain 2-3 spacing, respectively
(Li3 and Ly.5 where L stands for length).

The CaACS class 1 resembles the closed con-
formation of MtCODH/ACS and ChCODH/ACS
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(B) are omitted. ACS is colored light blue; acetyl-CoA and selected residues
are shown in stick representation and are colored as follows, except for
acetyl-CoA carbon, which is gray: carbon in light blue, oxygen in red,
nitrogen in dark blue, sulfur in yellow, phosphorus in light orange, iron in
orange, and nickel in green. (C) Conservation of the residues in bacteria and
archaea. Residues involved in hydrogen bonding through their main chain

(8,9, 15, 17), featuring a short L;.; and along L, 5
(Fig. 1, B and C; figs. S12A and S13; and table S6).
In the closed state, the A2-A3 space is opened and
the A-cluster apposes the Al surface. A predicted
CO channel emanating from the C-cluster opens
into a solvent-occluded space around the A-cluster
(29). In this state, an additional density observed
on Ni, is modeled as a CO bound to the tetra-
hedral Ni (fig. S14, A and B). Conserved hydro-
phobic residues Val'?>, Phe®*, and Phe*" are
positioned similarly to their counterparts in
the CO-bound state of MtCODH/ACS (15) (fig.
S14, B and C). These residues were proposed to
stabilize the tetrahedral geometry of the car-
bonylated Ni,, facilitate CO diffusion through
internal cavities to the A-cluster, and hinder
the A-cluster from adopting a methylation-
compatible geometry (15).

In contrast, class 2 corresponds to the semi-
extended state previously described in the crys-
tallographic structure of CaCODH/ACS [Protein
Data Bank (PDB) ID 6YTT, chain D] (16) (Fig. 1,
B and E, and fig. S12B). In this state, A3 is dis-
engaged from Al and the Nij, is occluded by the
closing of A2-A3 (fig. S13A). The resolution is too
limited to describe a bound ligand on the A-cluster
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(carbonyl or methyl). Class 2 likely reflects a
conformation en route toward CoFeSP dock-
ing, in which the Nij, is protected to avoid side
reactions while the interdomain Al1-A3 space
is gradually opened (table S6).

CoFeSP interaction promotes the ACS
hyperextended state

Focused classification of the flexible ACS un-
veiled a third class corresponding to the CODH/
ACS-CoFeSP complex (Fig. 1, B and D; figs. S10,

S11, and S15; and tables S2 and S4). Compared
with the extended state obtained by crystal-
lography (PDB ID 6YTT, chain A) (16), ACS
complexed with CoFeSP maintains a long L, 3
and additionally opens L, ;3 by means of a 59°

A
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Fig. 4. A conformation-based model of acetyl-CoA synthesis. (A) The
conformational 2D spectrum of representative structures of CODH/ACS and
monomeric ACS. The L;.3 and L,.3 distances represent the separations between Ni,
and F209, and between F491 and W405 (CaACS numbering), respectively, and all
measured distances are listed in table S6. One proposed reaction route, starting with
carbonylation, is marked by arrows and numbered according to the model in

(B). The function of each conformation is summarized in the table. (B) A proposed
mechanism of acetyl-CoA synthesis in the sequential carbonylation-methylation
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Resting state

scenario. Schematic representation of key CODH/ACS conformations with their
functional roles, as well as the corresponding configurations of the A-cluster, are
presented in the boxes. The reaction route is labeled with solid arrows, and critical
domain motions during the reaction are marked by curved arrows and are further
illustrated in figs. S16B, S19A, S28A, and S30. In the ligand-free resting state,

the feasible Nip-S coordination is indicated by a gray stick. For clarity, the nucleotide
tail of B12 is omitted. R; denotes the acetamide arm, and R, denotes the propionamide
arm of the B12 corrin ring.
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rotation of A3, leading to a hyperextended
state (figs. S13C and S16 and table S6). Con-
sequently, this is the sole state obtained in
our study in which the A-cluster is fully acces-
sible for methyl transfer.

The hyperextended state is stabilized by in-
teractions with CoFeSP at three sites: The CoFeSP
small subunit docks to both Al and A3, the [4Fe-
48] cluster domain of the CoFeSP large subunit
(residues 1 to 57) interacts with A3 (figs. SI7 and
S18), and the B12-binding domain (CoFeSP large
subunit, residues 326 to 446) also interacts with
A3, as discussed below. The distance between the
[4Fe4S] cluster and the A-cluster (32.3 A; fig.
S18) precludes electron transfer, which agrees
with previous studies that indicated no direct
involvement of the CoFeSP [4Fe-4S] cluster in
ACS methylation (41, 42). Rather, our findings
support a function of this domain in stabiliz-
ing the hyperextended ACS. A comparison of
our results with structures of CoFeSP from dif-
ferent species (Ch, Mt, Ca) in isolation and in
interaction with the activator or methyltrans-
ferase (MeTr) protein partners showed large
conformational changes of the [4Fe-4S] clus-
ter and B12-binding domains associated with
CoFeSP binding to its partner proteins (fig.
S19) (43-45). Residues involved in the interac-
tion between ACS and CoFeSP are mostly con-
served among bacteria and archaea (Fig. 2D
and figs. S17 and S18), suggesting a similar
mode of action across microbial kingdoms.

Methyl transfer reaction through
B12 domain motion

The hyperextended state of the ACS enables
the bulky CoFeSP to access the A-cluster (class
3; Figs. 1D and 2), but additional motion of the
CoFeSP is required to bring the BI2 close enough
for methyl transfer (43, 45). By 3D variability
analysis (3DVA) of class 3, we resolved a ro-
tational motion of the B12-binding domain
(Fig. 2B). Supervised classification using three
intermediate reconstructions from 3DVA led
to three subsets (3A, 3B, and 3C), with 3A and
3B refined to 2.71 and 2.65 A, respectively (table
S2). The subset 3C appeared as a mixture of
two states (fig. S20). By building preliminary
models for each configuration and using cor-
responding volumes, which were generated with
the ChimeraX molmap command, for super-
vised classification of class 3C, we obtained
two substates, 3Ca and 3Cp, refined to 2.78
and 2.88 A, respectively (table S2). These four
states represent points along a conformational
spectrum in which the B12 domain rotates,
allowing B12 to approach Ni,, (Fig. 2, fig. S21,
and movie S1), which is reminiscent of the mo-
tion described in the MtCoFeSP complexed
with its MeTr (fig. S22) (45). In the 3A-3B-3CP
sequential movement, the B12 ring progressively
breaks all hydrogen bonds with the CoFeSP
and establishes new ones with the ACS, in-
cluding with cluster-ligating cysteine residues of
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the A-cluster (Fig. 2C). This rotation also reduces
the solvent exposure of the A-cluster [4Fe-4S]
cubane. The conserved hydrogen bond-forming
residues stabilize the B12 as it moves toward
the A-cluster, with the shortest Co-Ni,, dis-
tance of 6.7 A observed in 3Cp (Fig. 2, B to D),
which is nearly sufficient for direct methyl
transfer. We suppose that a transient state
exists with a further shortened distance that is
suitable for methyl transfer, as in the CoFeSP-
MeTr, but this state appears too rare to be
captured by classification or 3DVA. No ob-
vious density for a methyl or carbonyl group
could be detected at either the corrinoid or the
Ni, site. We assessed the possibility of ligand
loss due to radiation damage at the site by
reconstructing only early frames, which corre-
sponded to as little as 3.7 megagray (46), but
did not observe notable differences in the den-
sity (fig. S23A).

In the structures that exhibited no external
ligand at Ni,, models consistently refined to
relatively short (bonding) distances between the
Ni, and S1 sulfide of the [4Fe-4S] cluster (fig.
S23B). QM/MM calculations (fig. S8, C and D,
and supplementary text) indeed predicted that
a strong attractive interaction with the [4Fe-4S]
cluster would bring Nij, into bonding distance
(fig. S24: and table S7). Therefore, the Nij, ge-
ometry modeled in our ligand-free cryo-EM
structures is chemically reasonable, even though
alow occupancy (~45 to 59%) of the Ni,, site, the
moderate resolution, and the putatively mixed
state may hamper the unambiguous interpreta-
tion of the Ni, geometry and the detection of
ligands from the potential map.

The acetyl-CoA complex—a snapshot
of the bound reaction product

Carbonyl and methyl groups bound at Ni;, com-
bine to form an acetyl (32), which is subse-
quently transferred to the thiol group of CoA.
Despite our efforts, we could not unambigu-
ously detect additional cryo-EM map density
in CODH/ACS treated with CoA or acetyl-CoA.
However, by cocrystallizing CaCODH/ACS with
acetyl-CoA, we obtained a 2.93-A x-ray structure
of the product-bound complex (CODH/ACSc;
Fig. 1F and table S8). The global conformations
resemble those of the as-isolated CaCODH/
ACS (16) (fig. S25). However, the previously
semiextended ACS now exhibits additional den-
sity spanning the A2 surface and reaching A3,
modeled as acetyl-CoA, whereas the extended
ACS of the other asymmetric unit lacks such den-
sity, reflecting the requirement for a specific
conformation to allow ligand binding (Fig. 3, A
and B, and figs. S26 and S27).

The acetyl-CoA primarily interacts with A2
residues, with the adenine group being stabil-
ized by Trp*®® through n-stacking, and the
diphosphate facing a positively charged patch
rich in lysines and arginines (Fig. 3B and fig.
S27A). The relatively high b-factors of the aden-

osine diphosphate moiety (fig. S27B) indicate
only partial stabilization of the acetyl-CoA in
the A2-A3 cleft, whose structure is restrained
by the crystalline packing.

Compared with the ligand-free semiextended
ACS resolved by cryo-EM, acetyl-CoA-bound
ACS exhibits a 15° rotation of A3 (fig. S28A),
whereas superposition with the previously
obtained ligand-free crystal structure shows a
more limited rotation of A3 by around 5° (fig.
S29), indicating that both crystal packing and
ligand binding are likely contributing to the
rotation of A3. The rotation allows for addi-
tional contacts (Fig. 3), prevents potential clashes
(fig. S26B) between acetyl-CoA and A3, and
brings the A-cluster into closer proximity to the
acetyl-CoA (fig. S28B). In this state, the acetyl-
bearing sulfur atom is 4.13 A away from the Ni,,
and the acetyl group is stabilized by a hydrogen
bond between its carbonyl moiety and the main
chain of Gly*®, as well as an interaction between
its methyl moiety and His** (Fig. 3, A and B).
The flexible Phe™ swings away from the Ni,
(fig. S28C) to provide space for CoA attack. The
conserved Arg®*® and His?®®, located near the
A-cluster in the structure (Fig. 3, A and B), are
likely crucial for acetyl transfer. Superposition
with an acetylated A-cluster structure from a
previous DFT study (3I) indicates that Arg®*®
would be in the direct vicinity of the Ni,-bound
acetyl group, putatively stabilizing it through
hydrogen bonding (fig. $28D). His*®® is well
positioned in our structure to facilitate depro-
tonation of the thiol group (Fig. 3A), consistent
with a previous analysis (I8). The majority of
the residues involved in acetyl-CoA stabiliza-
tion in the CODH/ACS ¢ were already suggested
in MtACS (18), and most of these interacting
residues are conserved among bacteria and ar-
chaea (Fig. 3C).

Discussion

In this work, we describe structural snap-
shots of the reaction catalyzed by CODH/ACS
upon incubation with ferredoxin, CO, CoFeSP,
and iodomethane. We observed a mixture of
different states of the complex, which we at-
tribute to the fact that the sample was not
under turnover owing to the absence of CoA
and to the transient nature of protein-protein
interactions.

By providing structural insights into the
electron transfer, methyl transfer, and acetyl-
CoA formation steps, our work advances dec-
ades of studies on the intricate catalytic cycle
of the CODH/ACS. The mechanism requires a
wide conformational range of ACS mediated
by interdomain flexibility, as proposed by
previous studies (25, 33). To simplify the no-
menclature and comparison of these confor-
mations, we introduced simple metrics based
on the interdomain distances L;.; and L, to
allow conformational states to be clustered in
a 2D landscape (Fig. 4A and table S6) and to
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visualize a conformation-based model of the
overall reaction of the CODH/ACS (Fig. 4B). In
a sequential carbonylation-methylation sce-
nario, the reaction begins with ferredoxin
docking on the D-cluster and the subsequent
electron transfer to drive the formation of CO.
A closed state of ACS is required to allow the
controlled diffusion of CO from the C-cluster
to the A-cluster for Ni, carbonylation (15). To
reach the methylation-compatible hyperex-
tended state, the A-cluster-carrying A3 must
undock from the Al and move by around 37 A
(fig. S30), which could leave the reactive carbonyl-
Nij, site exposed to solvent. This appears to be
mitigated by the closing of L,.5 in the semi-
extended and extended states (Fig. 4A and fig.
S13, A and B), which shelters the A-cluster. Upon
binding of CoFeSP, the hyperextended state is
stabilized, characterized by its long-distance 1, 3
and exposed A-cluster (Figs. 1D and 44, fig. S13C,
and table S6). The B12 domain of CoFeSP “waltzes”
toward this open space, positioning the B12
close enough for the methyl transfer. The car-
bonyl and methyl groups react to a Ni,-bound
acetyl group, and CoFeSP dissociates from ACS,
allowing further conformational change. Al-
though CoA primarily interacts with A2, it
must be brought near the A-cluster on A3 to
further stabilize the binding and initiate acetyl
transfer. Thus, acetyl-CoA formation appears
to require a return to shorter L, 3, where A3 is
rotated relative to the semiextended state to
finely tune the cleft between A2 and A3 for the
nucleophilic attack of the thiol group of CoA
(fig. S28A). CoA binding may partially drive
the A3 rotation, which could explain why this
conformation was not observed in our CoA-
free cryo-EM sample. After acetyl-CoA release,
the ACS returns to the closed conformation for
another catalytic cycle.

The proposed scenario does not exclude a
reverse sequential order, that is, a sequential
methylation-carbonylation process, or the pos-
sibility of a random reaction mechanism. We
note that among all characterized CaACS struc-
tures obtained by cryo-EM from the same sam-
ple, a carbonyl ligand is observed only in the
closed state, although this may also reflect ex-
perimental limitations.

The overall architecture of CaCODH/ACS dif-
fers from the model MtCODH/ACS or Ch:CODH/
ACS (16). However, aligning all reported CaACS
conformations to the rigid Al (N-terminal do-
main) of MtACS does not result in any clashes
with the rigid core of MtCODH. This suggests
that the conformational states and reaction
mechanism described here could be general-
ized to complexes that include MtCODH/ACS
and ChCODH/ACS, in which the N-terminal
domain of ACS forms different contacts with
the CODH dimer (fig. S31).

To complete the reaction landscape of ACS,
several intermediate structures are still needed,
including methyl-bound, CO- and methyl-
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bound, acetyl-bound, and CoA-bound ACS.
Moreover, it will be important to clarify how
large-scale conformational changes are trig-
gered or regulated, and how these motions
relate to atomic-scale rearrangements at the
A-cluster, to understand this reversible and
central enzyme in the global carbon cycle.
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CONSERVATION

Tiger recovery amid people and poverty

Yadvendradev V. Jhala'*+, Ninad Avinash Mungi'?, Rajesh Gopal®f, Qamar Qureshi*

Recovery of large yet ecologically important carnivores poses a formidable global challenge.
Tiger (Panthera tigris) recovery in India, the world’s most populated region, offers a distinct
opportunity to evaluate the socio-ecological drivers of megafauna recovery. Tiger occupancy
increased by 30% (at 2929 square kilometers per year) over the past two decades, leading to
the largest global population occupying ~138,200 square kilometers. Tigers persistently
occupied human-free, prey-rich protected areas (35,255 square kilometers) but also colonized
proximal connected habitats that were shared with ~60 million people. Tiger absence and
extinction were characterized by armed conflict, poverty, and extensive land-use changes.
Sparing land for tigers enabled land sharing, provided that socioeconomic prosperity

and political stability prevailed. India’s tiger recovery offers cautious optimism for megafauna

recovery, particularly in the Global South.

he Anthropocene is characterized as an

epoch of species extinction and species

attrition in numbers and range (7). Large

carnivore populations across the world

are most affected, with their recovery
posing a formidable challenge to the modern
world (2). Habitat loss, prey depletion, conflict
with humans, and illegal demand for their
body parts, combined with low densities and
large space requirements for viable population,
have driven large carnivores to numbers at
which many have lost their functional role and
some are on the brink of extinction (3, 4). Losses
of large carnivore populations downgrade
trophic cascades, affecting ecosystem function-
ing, disease regulation, and socio-ecological
resilience across ecosystems (5). Often, con-
servationists capitalize on the functions and
charisma of these large carnivores to garner
resources for restoring their populations, which
entails restoring their ecosystems, and for al-
lied services (6, 7). Nonetheless, recovery of
apex predators remains an exception rather
than a rule, with success stories skewed to
developed parts of the world (8, 9) and few
examples from developing countries (10, II).
Recovery of large carnivores in fragmented
habitats amid crowded and poverty-ridden
regions of the Global South is a difficult pro-
position, often enforced through a dogmatic
vision of separating people from predators:
land sparing (12). The alternative—land shar-
ing, between the people and predators (13)—is
critiqued as unattainable, on the grounds that
overlap can only exacerbate conflict (74). Land
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sparing and land sharing are looked on as op-
posing views; advocates of each point to the
other’s limitations (8). In this work, we dem-
onstrated that both views of land sparing and
land sharing were required for recovering tiger
populations across India, suggesting that both
paradigms play a part in the future of large
carnivores.

The tiger acts as a charismatic flagship and
an umbrella species for Asian forests but has
been extirpated from more than 90% of its his-
toric range over the past century, leaving only
about 3600 wild tigers at the onset of this cen-
tury (I5). For the first time in modern history,
tiger range country leaders and conservation
practitioners met at St. Petersburg, Russia, in
2010 to forge the Global Tiger Recovery Pro-
gram and targeted doubling the tiger popula-
tion by 2022 (16). India achieved this target
and now holds ~75% of the global population
of tigers amid some of the highest human den-
sities in the world (16, 17). Key to this success are
the linked scientific policies backed by govern-
ments’ commitments and people’s participa-
tion (I6). However, it is crucial to evaluate
socio-ecological factors that on the ground are
related to persistence, recovery, and localized
extinction of tigers. This evaluation becomes
pertinent considering investments made for

land sparing (creation of human-free protected
areas through incentivized voluntary reloca-
tion of people) and land sharing (streamlining
socioeconomic benefits) for tigers in this re-
gion with high poverty and the highest human
densities (18, 19). Although the success of tiger
recovery is symbolized by its population dou-
bling, it is critical to examine whether the pop-
ulation growth resonates with the intended
flagship role of the tiger in conserving and
increasing biodiverse areas. Hence, we explored
the dynamics of tiger occupancy in India to eval-
uate its recovery from 2006 to 2018; evaluated
the socio-ecological characteristics of local
extinctions, colonization, and persistence of
tigers in India; and examined the spatial as-
sociation in tiger occurrence with other mega-
fauna species.

India has monitored the distribution and abun-
dance of tigers every 4 years since 2006 by sur-
veying all potential tiger habitats (~381,000 km?)
for occurrence of tigers, their co-predators, prey,
and habitat quality (76). Tiger habitat spanning
20 Indian states was delineated into ecologically
meaningful sized grids of 10 by 10 km that
have been fixed for sampling since 2006. Each
grid cell was surveyed with multiple spatially
independent search paths [mean 10 (SE 2),
maximum 21] to estimate tiger occupancy and
by line transects [mean 4 (SE 1), maximum 14]
to estimate prey abundance. This was a large
wildlife survey (20), conducted by ~44.,000 per-
sonnel and repeated in 2006, 2010, 2014, and
2018. It covered ~2.5 million km and provided
essential data for evaluating the socio-ecological
facets of tiger recovery (21). We hypothesized
that tigers would persist in protected habitats
with ample prey, while becoming extinct in
areas of increased human and social distur-
bances, and would colonize socioeconomi-
cally moderate multiuse habitats with less
intensive human land use and ample prey
and in proximity to source populations. We
tested these hypotheses using multiseason
(quadrennial) occupancy models (MSOM) of
tigers for every 100-km? cell to account for
imperfect detections and to identify socio-
ecological correlates. Covariates representing
socio-ecological factors that were used for

]
Table 1. Recovery of tiger-occupied areas in India. Habitat area where tigers were detected (naive
occupancy), areas after correcting for imperfect detections (null model occupancy), and detection
corrected occupancy were modeled by using site covariates (best model occupancy). Values in

parentheses are 95% confidence intervals.

Year Naive occupancy (km?)  Null model occupancy (km?) Best model occupancy (km?)
2006 66,389 114,562 (109,998 to 119,125) 106,332 (101,777 to 110,886)
2010 64,653 113,103 (107,734 to 118,474) 107,033 (100,938 to 113,128)
2014 77,083 113,673 (108,629 to 118,724) 117,447 (111,236 to 123,659)
2018 91,516 141,539 (136,813 to 146,308) 138,247 (131,953 to 144,541)
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modeling occupancy, extinction, and coloni-
zation (22) by tigers included prey abundance
(encounter rate of wild herbivores), habitat at-
tributes (suitable habitat and land-use pro-
portion), human impacts (forest loss, night-time
lights, livestock abundance, and intensity of ex-
tractive human use), socioeconomic variables
(poverty and armed conflicts), and protection
status (protected areas and habitats in their

proximity) (table S1). To better understand
the relationship of prevailing ecological, socio-
logical, legal, economic, and political conditions
that explained dynamic tiger occupancy, we
evaluated the MSOM variables using explor-
atory analysis and nonparametric statistical
comparisons.

After correcting for imperfect detections and
accounting for the socio-ecological variables,

A

B HABITAT AREA

the best among competing models (table S2)
estimated tiger occupancy to be increasing at
2929 (+737) km? per year [P < 0.05, coefficient
of determination (R?) = 0.83] (tables S3 and S4
and fig. S1). The modeled multiseason esti-
mates displayed a consistent improvement
over the naive occupancy estimates (Table 1)
and were statistically similar to independently
modeled single-season occupancy estimates
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Fig. 1. Spatiotemporal trends in tiger occupancy within India and its
socio-ecological covariates. (A) Tiger occupancy status from 2006 to 2018.
(B to I) Persistent occupancy was observed within grid cells with (B) large
proportion of habitat (square kilometers) and (C) higher prey availability (animals
sighted/km). [(B), (C), and (E)] Colonization increased within prey-rich habitats
in proximity to tiger-occupied protected areas (kilometers), and (D) tigers
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were absent or became extinct in areas with greater extractive human use
(extraction signs per square kilometer), (F) high urbanization (night-time light
radiance index), and (G) proportion of habitat loss (square kilometers). Colonization
probability decreased away from (H) protected areas and (I) habitat corridors,
highlighting the importance of protected areas and habitat corridors in tiger
colonization. Statistical comparisons for (B) to (G) are given in table S5.
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(fig. S2), strengthening the reliability of the
complex multiseason occupancy models. Tigers
consistently occupied 35,255-km? areas that
were protected or were in proximity to protected
areas and had high prey abundance in exten-
sive habitats (Fig. 1 and table S4). Of the total
colonized area of 41,767 km? in 12 years, tigers
colonized 35% of new areas between 2006 and
2010, 20% between 2010 and 2014, and 45%
between 2014 and 2018 (fig. S3). Overall, tiger
occupancy increased by 30% over the span of
the study. Colonization was higher in grid
cells that were in proximity to tiger-occupied
protected areas, with higher prey abundance,
suitable habitats, low human density, and mod-
erately wealthy areas (Figs. 1 and 2 and table S4/).
Colonization coincided spatially with proximity
to protected areas [ coefficient () = 0.6075 x
107" R? = 0.58, P < 0.1] (Fig. 1H) and habitat
corridors [y = -0.114In(x) + 1.8231, R* = 0.20, P <
0.1] (Fig. 1I), highlighting their functionality
and importance in tiger recovery. Local ex-
tinctions (17,992 km?), spanning over 12 years,

were highest (64%) between 2006 and 2010,
followed by 17% between 2010 and 2014 and
19% between 2014 and 2018 (fig. S3). Grid cells
that experienced tiger extinctions were char-
acterized by isolation from protected areas,
increased urbanization and infrastructure de-
velopment, higher extractive human use, and
a higher frequency of armed conflicts (Figs. 1and
2 and table S4). Areas where tigers became
temporarily extinct but subsequently recol-
onized (transitional) were proximal to either
protected areas or habitat corridors. Crea-
tion of protected areas and habitat corridors
connecting source populations has helped
dispersal of the increasing tiger population
(17), forming metapopulations (23) and in-
creasing landscape-level tiger occupancy over
the years.

Out of the 1973 grid cells occupied (persistent +
colonized + transitional) by tigers, 25% were in
the core area of tiger reserves or within na-
tional parks [International Union for Conserva-
tion of Nature (IUCN) protected area category
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111, 20% were in tiger reserve buffers or wildlife
sanctuaries (IUCN category III), 10% were in
tiger habitat corridors, and the remaining 45%
were in human multiple-use habitats. However,
out of the total consistently tiger-occupied grid
cells (n = 479), 85% were within tiger reserves,
national parks, and wildlife sanctuaries TUCN
categories II and III), 4% were in tiger habi-
tat corridors, and the remaining 11% were in
multiple-use mosaics of habitats and agricul-
tural fields outside protected areas. These con-
sistently occupied grid cells housed source
populations of tigers, and model sensitivity
analyses showed that extinctions in these areas
would affect landscape-scale occupancy of tigers
(fig. S4). Sensitivity analyses further highlighted
the relevance of proximity to protected areas
for increasing tiger occupancy. Like tiger ex-
tinction areas, habitats with tiger absence were
mostly isolated from protected tiger source pop-
ulations. These dynamics demonstrate the im-
portance of human-free protected areas (land
sparing) (16, 24) for maintaining sources of

W Amed conflict
HDevelopment activity

=2y
S y7y
‘é\\é\ 4%52‘ gy O

Fig. 2. Socioeconomic covariates of tiger recovery. (A to E) Threats to tiger-occupied areas are (A) summed average forest loss, (B) length of linear
infrastructures per 100 km?, (C) agricultural areas, (D) human settlement areas, and (E) percent grid cells with armed conflict and developmental activities, across
tiger occupancy categories. (F) Grid cells with persistent tiger occupancy coincided with least populated and moderate to low rural poverty areas. (G) Grid cells
colonized by tigers occurred across different human population density and poverty strata, except in areas with high population density and extreme poverty.

Statistical comparisons are given in table S5.
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Fig. 3. Distribution of megafauna in tiger habitat of India. (A to E) Occurrence of (A) leopard (P. pardus), (B) dhole (C. alpinus), (C) sloth bear (M. ursinus),
(D) Asian elephant (E. maximus), and (E) gaur (B. gaurus) overlapped with tiger occurrence by 62, 68, 51, 59, and 84%, respectively.

tigers and their prey. Protection of tiger source
populations has permitted their occurrence in
multiuse areas (land sharing). Hence, in the
case of tigers, land sparing is essential to re-
alize the benefits of land sharing.

Habitats that were devoid of tigers (157,527 km?)
were predominantly spread across the states
of Chhattisgarh, Odisha, and Jharkhand. Recov-
ery of tigers in protected areas of this region (Guru
Ghasidas, Palamau, Udanti-Sitanadi, Similipal,
Satkosia, and Indravati), possibly through re-
introduction or supplementation, and strength-
ening habitat connectivity between subsequent
source populations can effectively repopulate
tigers in another ~10,000 km?. However, these
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areas are among the poorest districts in India
(Fig. 2), with high incidences of bushmeat con-
sumption, often with the use of traps and snares
that are usually indiscriminate in Kkilling prey
and predators (I6). Biodiversity recovery in
these poorer districts entails investments in
socioeconomic upliftment of communities, much
more so than in other areas. Such a strategy
requires multisectoral synergies between gov-
ernmental agencies, civil societies, and scien-
tific institutions to ensure inclusive benefit
sharing with local communities. Implementa-
tion as is done in many tiger reserves, by shar-
ing a substantial proportion of revenues from
tiger reserves with the communities in prox-

imity (16), may initiate a win-win strategy for
people and tiger recovery.

The frequency of armed conflicts in a grid
cell significantly increased tiger extinction
probability (table S4). Sociopolitical stability
and wildlife conservation go hand in hand;
examples abound from across the world where
political instability leads to drastic wildlife de-
clines, especially of endangered species in trade
(25). Militants exploit wildlife products for arms,
turning lawless regions into poaching havens
(26). Within India, Manas National Park lost
its greater one-horned rhinoceros (Rhinoceros
unicornis) during the politico-ethnic conflict
(27); Nepal’s rhinoceros population was decimated
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during the period of civil unrest (28). There-
fore, it is not surprising to see tigers and their
prey either absent or extirpated from regions
with armed conflict (Fig. 2E). In total, 47% of
grid cells that experienced tiger extinctions
were in districts affected by the Naxal armed
conflict (fig. S5). Tiger reserves affected by the
Naxal conflict were in the states of Chhattisgarh
(Indravati, Achanakmar, and Udanti-Sitanadi)
and Jharkhand (Palamau). Tiger reserves where
armed conflict has been recently controlled
displayed recovery (Nagarjunsagar-Srisailam,
Amrabad, and Similipal). Several tiger hab-
itats in the states of Odisha, Chhattisgarh,
Jharkhand, Telangana, Andhra Pradesh, and
eastern parts of Maharashtra have been ex-
periencing armed insurgencies (fig. S5), and
it is in these habitats that tiger occupancy was
low and extinction probability high (Fig. 2 and
fig. S5). These are areas where, with greater po-
litical stability, we might expect tiger recovery.

Contrary to conventional expectation of spa-
tial separation in humans and large carnivores,
human density—although low in persistently
occupied areas compared with absent areas—
was not a major deterrent to tiger colonization
and recovery (Fig. 2, D and G, and fig. S6). The
areas that were newly colonized by tigers had
an average density of 250 (+8) humans/km?
Tigers occurred and colonized habitats inter-
spersed with agricultural and human settle-
ments (Fig. 2 and fig. S7). Habitats outside of
tiger reserve cores and national parks are used
by communities for their livelihoods (7). This
land sharing with tigers varied across India,
likely because of different sociocultural toler-
ances by people. Community tolerance to large
carnivores in their backyards is mostly driven
by economics (29), social settings (30), and cul-
tural factors (31), in which India is richly diverse.
Tigers shared space with people at high den-
sities in some areas (such as Madhya Pradesh,
Maharashtra, Uttarakhand, and Karnataka),
whereas they became extinct or were absent
from areas with a legacy of extensive bush-
meat consumption or commercial poaching,
even when human density was relatively low
(such as in Odisha, Chhattisgarh, Jharkhand,
Northeastern states of India, and most of South-
east Asia) (28-30). Thus, it is not simply the
density of humans but rather their attitudes
and lifestyles that determine stewardship for
tiger recovery.

A large proportion of tiger-occupied habitats
(45%) was shared with ~60 million people in
India (fig. S6C). This co-occurrence with peo-
ple coincides with relatively economically pros-
perous areas, many of which harness substantial
financial benefits from tiger-related tourism
as well as proactive government-sponsored
schemes for compensating the loss caused by
conflict (16). The rates of tiger colonization
were lowest in areas of high rural poverty rate,
as derived from indicators of health, educa-
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tion, and standard of living (fig. S6B and fig.
S7) (32). Often, marginalized communities rely
heavily on extractive use of forest resources
and bushmeat for their livelihood (33, 34),
which is becoming unsustainable with growing
human populations and declining biodiversity
(35). Economic prosperity achieved through al-
ternative and nonconsumptive use of ecosystems
and biodiversity allows tigers and associated eco-
systems to recover. However, economic pros-
perity usually leads to intensive land-use change,
which had a negative impact on tiger occur-
rence (table S4). Tiger recovery is thus con-
strained at opposite ends of the socioeconomic
spectrum, by intensive urbanization and pov-
erty (fig. S8). Hence, adopting an inclusive and
sustainable rural prosperity in place of an in-
tensive land-use change-driven economy can
be conducive for tiger recovery, aligning with
India’s modern environmentalism and sustain-
ability (36, 37). Investments for inclusive and
equitable eco-development projects within shared
landscapes would enable tiger recovery. Protected
areas can also bring possibilities not only to pro-
tect biodiversity but also to alleviate poverty
and secure ecosystem services by sharing bene-
fits with local communities in the proximity
(24, 38).

A cornerstone to the success of tiger recov-
ery in India would be the realization of its
originally envisaged flagship role for garner-
ing resources for biodiversity conservation.
The mere presence of an apex predator usually
heralds the existence of a complex ecosystem,
composed of vegetation, prey, and often a func-
tional mesocarnivore community (7). Naturally,
tiger-occupied areas were found to be a subset
of the distribution of major tiger prey such as
spotted deer (Axis axis), sambar deer (Rusa
unicolor), swamp deer (Rucervus duvaucelit)
and gaur (Bos gaurus) (fig. S9), which had
the largest contribution in explaining tiger oc-
cupancy (table S4). Moreover, the sampled re-
gion is also a subset of the historical range for
many megafauna species in the region. Within
the tiger’s distribution range, tiger-occupied hab-
itats spatially coincided with the distribution
of co-occurring megaherbivores: Asian elephant
(Elephas maximus; 59%) and gaur (84%) (Fig. 3).
Other large carnivores such as leopard (Panthera
pardus), dhole (Cuon alpinus), and sloth bear
(Melursus ursinus) also coincided with 62, 68,
and 51% tiger-occupied areas, respectively (Fig.
3). Furthermore, ecosystems protected for tiger
recovery reinforced biotic resistance to biolog-
ical invasions as well as contributed to carbon
sequestration, benefiting the global climate
(39, 40). This accentuates the umbrella role of
tigers in extending cobenefits to biodiversity
and biosphere.

Irrespective of political parties, the government
of India has shown deep-seated pride in conserv-
ing the tiger, its national animal (16). Conser-
vation investments by governments—enabled

through dedicated legislation in land sparing,
prohibiting forest land diversions, and ensuring
benefit-sharing with local communities—have
largely enabled tiger recovery. These legislative
instruments not only ensure tiger recovery but
also can yield equitable cobenefits (41). Our
study suggests that downgrading such existing
instruments (42) would have far-reaching ram-
ifications on tiger recovery and biodiversity
conservation.

Carnivore-human co-occurrence is possible
because of effective land-use plans and policies
in vast landscapes of North America and Europe
(8, 43). India, despite having the world’s highest
human population density and only 18% of the
global tiger habitat, harbors >75% of the global
tiger population (~3600 tigers) (7). Although
this sets a perfect narrative of wildlife-human
co-occurrence, it is unattainable in the absence
of human-free legally protected areas, embedded
in socioeconomically prosperous and politically
peaceful multiuse areas. The human attitude
toward biodiversity, particularly large carni-
vores such as the tiger, is based on cultural
acceptance as well as economic benefits; the
latter requires meticulous governance, and the
former requires conscious nurturing. The suc-
cess of tiger recovery in India offers important
lessons for tiger-range countries as well as
other regions for conserving large carnivores
while benefiting biodiversity and communi-
ties simultaneously. It rekindles hope for a
biodiverse Anthropocene.
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MICROBIOLOGY

TIR signaling activates caspase-like immunity

in bacteria

Francois Rousset't+, llya Osterman't, Tali Scherf?, Alla H. Falkovich?, Azita Leavitt!, Gil Amitai’,
Sapir Shir', Sergey Malitsky®, Maxim Itkin3, Alon Savidor*, Rotem Sorek!*

Caspase family proteases and Toll/interleukin-1 receptor (TIR)-domain proteins have central roles

in innate immunity and regulated cell death in humans. We describe a bacterial immune system
comprising both a caspase-like protease and a TIR-domain protein. We found that the TIR protein,
once it recognizes phage invasion, produces the previously unknown immune signaling molecule
adenosine 5'-diphosphate-cyclo[N7:1"]-ribose (N7-cADPR). This molecule specifically activates the
bacterial caspase-like protease, which then indiscriminately degrades cellular proteins to halt phage
replication. The TIR-caspase defense system, which we denote as type IV Thoeris, is abundant in bacteria
and efficiently protects against phage propagation. Our study highlights the diversity of TIR-produced
immune signaling molecules and demonstrates that cell death regulated by proteases of the caspase

family is an ancient mechanism of innate immunity.

aspases are proteases with central roles in
innate immunity and regulated cell death
in humans (Z). The human genome har-
bors 12 caspase-encoding genes, with some
promoting inflammation and others func-
tioning in the execution of cell death (7). In-
flammatory caspases, including caspases 1,
4, and 5, are recruited to activated inflamma-
somes following pathogen recognition, and
are responsible for the proteolytic activation of
cytokines and gasdermin D, promoting cell
death through pyroptosis (2). Executioner cas-
pases (e.g., caspases 3, 6, and 7), once activated
by initiator caspases (8, 9, and 10), cleave hun-
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dreds of protein substrates to promote apo-
ptotic cell death (7, 3). Proteases of the caspase
family (Pfam PF00656) also exist in prokar-
yotes (4) and were proposed to cleave bacterial
gasdermins to activate immunity in response
to phage infection (5). Bacterial proteins of the
caspase family were also shown to promote cell
death when activated by type III CRISPR-Cas
systems (6-8). However, the molecular functions
of most caspase-like proteins in bacteria remain
poorly understood (4).

Toll/interleukin-1 receptor (TIR) domain
proteins also play key roles in innate immunity.
Initially described as protein-protein interaction
modules in human Toll-like and interleukin-1
receptors (9), TIR domains in bacteria and
plants were later shown to be enzymes that
produce immune signaling molecules using
nicotinamide adenine dinucleotide (NAD")
as a substrate (10). In the bacterial defense sys-
tem type I Thoeris, the TIR-domain protein,
once it senses phage infection, produces the
signaling molecule 17-3’ glycocyclic adenosine
5'-diphosphate (ADP)-ribose (gcADPR) (11, 12).
This molecule activates an effector protein that

depletes the cell of NAD" and aborts phage rep-
lication (13, 14). The TIR-domain protein in type
II Thoeris, by contrast, produces the signaling
molecule histidine-ADP-ribose (His-ADPR)
(15), which activates an effector protein that
disrupts the cell membrane to abort phage
propagation. A third type of Thoeris was re-
cently proposed but its mechanism of action
and molecular signaling remains unknown
(16). In plants, TIR-derived signaling molecules
are diverse and include phosphoribosyl-AMP/
ADP (17), 17-2’ gcADPR (11, 12, 18), di-ADPR (19),
ATP-ADPR (19), and 2’,3-cAMP/cGMP (20). Cur-
rent evidence suggests that the repertoire of
immune signaling molecules produced by TIR
domains has not been fully unveiled (10).

In this study, we describe type IV Thoeris, a
bacterial defense system encoding both a TIR-
domain protein and a caspase-like protease.
‘We show that upon phage infection, the TIR-
domain protein produces the signaling mol-
ecule N7-cADPR that binds the caspase-like
protease and triggers promiscuous arginine-
specific protease activity. Protease activation
leads to indiscriminate cleavage of multiple
proteins, including elongation factor Tu (EF-Tu),
thereby aborting phage infection. Our study es-
tablishes a direct functional connection between
TIR signaling and caspase activation in bacterial
defense against phages.

Results

A TIR-caspase operon provides

anti-phage immunity.

While examining the genomic environment of
caspase-like proteins in bacteria, we noticed
an abundant two-gene operon encoding a short
TIR-domain protein and a caspase-like protease
(Fig. 1A). Operons with this gene organization
were frequently encoded in the vicinity of bac-
terial defense systems, suggesting a defensive
function (fig. S1). We synthesized and cloned
two such operons, one from Escherichia coli
328 and the other from Pseudomonas sp. 1-7
and expressed these in E. coli K-12 MG1655
under the control of an arabinose-inducible
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promoter. Following a challenge by a panel
of phages, we observed that the infectivity of
phage T6 was substantially reduced when plated
on cells expressing either of the operons, show-
ing that this TIR- and caspase-encoding operon
is a defense system (Fig. 1B). Since the E. coli 328
operon exhibited slight toxicity upon expression
induction, we selected the Pseudomonas sp.
1-7 (Ps) homolog for further study. A sensi-
tivity screen against phages of the BASEL col-
lection (2I) revealed that phages Bas18, Bas25,
and Bas43 are also blocked by the defense sys-
tem from Pseudomonas sp. 1-7 (fig. S2).

Single amino acid substitutions in the pre-
dicted catalytic sites of PsTIR (E79Q) and
PsCaspase (C129A) proteins abolished defense
(Fig. 1B), suggesting that the enzymatic activ-
ity of both proteins is required for immunity.
Bacterial cells expressing the system were able
to survive when infected with T6 in liquid cul-
ture at a low multiplicity of infection (MOI) but
died when infected at a high MOI (Fig. 1C). In
addition, infected cells expressing the system
did not release phage progeny (Fig. 1D). These
results suggest that this defense system func-
tions through regulated cell death or dormancy
(22) and provides population-level protec-
tion. Homology-based searches in a database
of ~38,000 prokaryotic genomes revealed that
this defense system is found in hundreds of
bacteria and archaea belonging to diverse
phyla (Fig. 1E and table S1).

Caspase cleaves EF-Tu during phage infection

TIR domains were described as NAD*-degrading
effectors in diverse families of defense systems,
including Pycsar, CBASS, and prokaryotic ar-
gonautes, where their function is to deplete
cells of NAD" once triggered by phage infection
(23-26). Bacterial caspase-like proteases, on the
other hand, were suggested to cleave bacterial
gasdermins into active pore-forming effec-
tors to induce cell death following infection
(5). For this reason, we initially hypothesized
that PsCaspase would cleave PsTIR into an
active NAD*-depleting form during infection.
However, we did not detect any change in the
molecular weight of PSTIR during T6 infec-
tion (fig. S3A). In addition, we observed only
mild reduction in NAD" levels during infection
of cells expressing the system, which contrasts
with the >95% reduction typically observed in
NAD"-depleting defense systems (13, 25-29)
(fig. S3B). These results suggest that PsTIR is
unlikely to be an NAD*-depleting effector ac-
tivated by PsCaspase.

In Thoeris defense systems, bacterial TIR
domains have an alternative role that does not
involve NAD" depletion. In these systems, TIR
domains generate signaling molecules that
activate downstream effectors (10). We there-
fore hypothesized that PsTIR may produce
a signaling molecule during infection, and
that this signaling molecule would bind and
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Fig. 1. A genetic sys- A
tem encoding a TIR-
domain protein and a
caspase-like protease
provides anti-phage
defense. (A) Genetic
architecture of a system
from Pseudomonas sp.
1-7. IMG (44) genome ID
and gene coordinates
are displayed below
strain name. TIR and
caspase-like domains
are shown as blue shades.
(B) Quantification of
phage infection efficiency
through plaque assays. <
Tenfold serial dilutions of D
phage T6 were spotted 10°
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Bars show the mean of

three replicates with individual data points overlaid. (C) Growth curves of E. coli K-12 MG1655 cells expressing
an empty vector or the system from Pseudomonas sp. 1-7, infected by phage T6 at an MOI of 0.03 or

3 (or O for uninfected cells). Curves show the mean of three replicates with the standard deviation indicated
by the shaded area. (D) Plaque-forming units of phage T6 sampled from the supernatant of E. coli K-12
MG1655 cells expressing an empty vector or the system from Pseudomonas sp. 1-7. Cells were infected
at an MOI of 0.1. Bars represent the mean of three replicates with individual data points overlaid. Stars

show significance of a two-sided t-test (**P < 0.01). (E) Detection of the defense system in prokaryotic
genomes, shown for phyla with at least 50 genomes and where at least one system was detected.

activate the effector PsCaspase. Under this
hypothesis, PsCaspase is expected to cleave cel-
lular or phage target proteins and halt phage
infection.

To explore possible target proteins of PsCaspase,
we chemically labeled NH, groups in proteins
present in lysates of T6-infected cells and sub-
jected the labeled proteins to mass spectrometry
(MS). This technique enables the identification
of new protein N-termini specifically found in
cells expressing the defense system as compared
with control cells. A preliminary MS analysis
following free amine tagging identified multi-
ple candidate PsCaspase targets, including the
elongation factor Tu (EF-Tu), a highly abun-
dant cellular protein essential for protein trans-
lation, which was previously shown to be the
target of the Lit protease (30) (fig. S4). To verify
that EF-Tu is a target of PsCaspase, we co-
expressed the TIR-caspase system with a C-
terminally tagged copy of EF-Tu in an E. coli
K-12 strain in which /it was deleted, and moni-
tored EF-Tu cleavage during phage infection

by Western blot (Fig. 2A). Two EF-Tu cleavage
products were visible in cells expressing the de-
fense system following T6 infection (Fig. 2B).
These cleavage products were absent when
the catalytic cysteine in PsCaspase or the cat-
alytic glutamate in PSTIR were mutated to ala-
nine, showing that EF-Tu cleavage requires both
caspase and TIR activities (Fig. 2B). The molec-
ular weight of cleavage products and the explor-
atory MS data suggested that EF-Tu is cleaved
after two specific arginine residues (R45 and
R59) (Fig. 2, C and D), which was confirmed by
the loss of EF-Tu cleavage upon mutation of these
two residues into glutamines (Fig. 2B). Taken
together, our results suggest that PsCaspase is
specifically activated during phage infection and
cleaves EF-Tu downstream of arginine residues
at positions 45 and 59.

Caspase activity is triggered by a TIR-derived
signaling molecule

‘We then investigated whether, as in the Thoeris
family of defense systems, PsTIR produces a
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Fig. 2. EF-Tu is a target of PsCaspase during phage

T6 infection. (A) E. coli K-12 MG1655Alit cells co-

expressing the Pseudomonas sp. 1-7 defense system and

an HA-tagged copy of EF-Tu were infected with

phage T6. (B) Western blot analysis of infected cells
co-expressing WT or mutated PsTIR and PsCaspase, and

A B
E. coli Alit  Phage T6 Mutations
PsTIR  + + + + E79Q + +
@ +/M<\ PsCaspase + + + +  + Ci20A +
ii EF-TU™ + +  + o+ +  + R45Q/R59Q
""""" il =E tpi(mn) 0 30 50 75 75 75 75

PsTIR PsCaspase EF-Tu HA tag

WT or mutated HA-tagged EF-Tu. t.p.i., time post infection. pBAD pLac

(C) and (D) Locations of cleavage sites in the EF-Tu
protein sequence (C) and structure (D) are indicated

with red arrows.

signaling molecule that activates PsCaspase
during infection. To do so, we collected lysates
from cells expressing PsTIR only and filtered
these lysates with a 3-kDa cutoff to retain small
metabolites. We then tested the ability of these
metabolite extracts to activate EF-Tu cleavage
by PsCaspase (Fig. 3A). EF-Tu cleavage was
visible when lysates from cells expressing both
PsCaspase and tagged EF-Tu were incubated
with metabolite extracts derived from infected
PsTIR-expressing cells (Fig. 3B). By contrast,
EF-Tu cleavage was absent when the metabo-
lites were extracted from infected cells express-
ing red fluorescent protein (RFP) or PSTIRF™Q
instead of PsTIR, or from uninfected PsTIR-
expressing cells (Fig. 3B). These results suggest
that PsTIR produces a PsCaspase-activating
signaling molecule during infection.

To develop a more streamlined assay for
PsCaspase activation, we used a synthetic five
amino acid peptide comprising the residues
preceding the target cleavage site in EF-Tu
(positions 55 to 59, EEKAR) fused to 7-amino-
4-methylcoumarin (AMC). In this assay, which
is similar to assays previously used to study
human caspases (31) and caspase-like proteins
in bacteria (8), peptide cleavage downstream
of the arginine is expected to release free AMC
and emit a fluorescence signal (Fig. 3C). PsCaspase
was able to cleave the synthetic EEKAR-AMC
peptide when incubated with metabolites de-
rived from infected cells expressing PsTIR, but
not when incubated with metabolites extracted
from infected RFP-expressing control cells (Fig.
3D). PsCaspase activity was even more pronounced
upon incubation with metabolites derived from
infected cells expressing the TIR protein from
the E. coli 328 TIR-caspase system (£cTIR)
(Fig. 3D), suggesting that in the experimental
conditions used here, EcTIR produces higher
amounts of signaling molecule than PsTIR.
Together, these results demonstrate that the
caspase-like protein is activated by a small mol-
ecule specifically produced by the TIR-domain
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protein during phage infection. We therefore
name this defense system type IV Thoeris.

PsCaspase is a promiscuous

arginine-specific protease

We then investigated the substrate specificity of
the caspase-like protein using synthetic pep-
tides with mutations in the wild-type (WT) EF-Tu
sequence (EEKAR). Activated PsCaspase was
able to cleave EEAAR-AMC and EEKLR-AMC
but not EEKAA-AMC peptides, indicating that
the arginine residue at the P1 position is strict-
ly required for cleavage, but other residues are
not (fig. S5). These results suggest that PsCaspase
does not specifically recognize EF-Tu but might
rather be a promiscuous protease.

To systematically search for additional cel-
lular targets of PsCaspase beyond EF-Tu, we
incubated lysates of PsCaspase-expressing
E. coli cells with metabolites extracted from
infected EcTIR-expressing cells (Fig. 3E). SDS-
PAGE analysis revealed the loss of multiple
abundant proteins in the presence of EcTIR-
derived metabolites, combined with the
presence of a smear of low-molecular weight
protein products, suggesting massive PsCaspase-
dependent protein degradation (Fig. 3F). We
subjected these lysates to chymotrypsin diges-
tion and mass spectrometry analysis to iden-
tify cleavage sites in a systematic manner. This
analysis revealed that peptides starting direct-
ly downstream of arginine, or ending with ar-
ginine, were strongly enriched upon incubation
with EcTIR-derived metabolites (Fig. 3G), indi-
cating that cleavage occurs downstream of ar-
ginine residues. Cleavage events were observed
in multiple essential proteins of E. coli (Fig. 3H),
with a strict requirement for an arginine in the
P1 position and a slight preference for small
nonpolar residues surrounding the cleavage site
(Fig. 3I). We confirmed the cleavage of one of
these target proteins, ribosomal protein RplE,
by Western blot using cell lysates incubated
with EcTIR-derived metabolites (Fig. 3J). Al-

E. coli EF-Tu (PDB: 2FX3)

together, our results show that PsCaspase is a
promiscuous arginine-specific protease that
cleaves multiple target proteins once activated
by the PsTIR-derived signaling molecule.

Type IV Thoeris produces signaling molecule
N7-cADPR

‘We next examined the properties of the PsCaspase-
activating signaling molecule produced by type
IV Thoeris. For this, we sought to take advan-
tage of previously described phage proteins that
sequester specific Thoeris-derived signaling mol-
ecules as a means to inhibit bacterial defense.
Thoeris anti-defense 1 (Tad1) from phage SBSphiJ7
and Tad2 from phage SPO1 are known to se-
quester the 1”-3' gcADPR signaling molecule
produced by type I Thoeris (12, 32), and Tad2
from Myroides odoratus (ModTad2) seques-
ters His-ADPR molecules and inhibits type II
Thoeris (15). However, co-expression of Tadl,
Tad2, or ModTad2 with type IV Thoeris did
not inhibit the defensive activity of the system
(Fig. 4A), suggesting that type IV Thoeris does
not utilize the same molecule as types I or II
Thoeris. Furthermore, incubation of metabo-
lites derived from EcTIR-expressing infected
cells with purified Tad proteins did not af-
fect the ability of these metabolites to activate
PsCaspase in our reporter assay, suggesting
that Tad proteins are unable to sequester the
signaling molecule of type IV Thoeris (fig. SGA).
Finally, purified 1”-3' gcADPR, 1-2° gcADPR,
ADPR, and cyclic-ADPR molecules were unable
to activate PsCaspase (Fig. 4B), and converse-
ly, EcTIR-derived metabolites were unable to
activate the ThsA NADase effector of type I
Thoeris (13) in vitro (fig. S6B). Together, these
results indicate that the signaling molecule of
type IV Thoeris is distinct from that of type I
and type II Thoeris.

To further examine the nature of the signal-
ing molecule produced by type IV Thoeris, we
used HPLC fractionation to purify the molecule
from lysates of phage-infected EcTIR-expressing
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Fig. 3. A TIR-derived signaling molecule triggers PsCaspase arginine-
specific proteolytic activity. (A) Experimental setup to test for PsCaspase
activation by small molecules. Lysates of T6-infected cells expressing PsTIR or
RFP were passed through 3-kDa filters to collect small molecules. Separately,
E. coli K-12 MG1655Alit cells co-expressing PsCaspase and a C-terminally
HA-tagged copy of EF-Tu were lysed and incubated with the small molecules
collected from infected PsTIR- or RFP-expressing cells. Reactions were resolved
by SDS-PAGE and western blot. (B) Western blot analysis shows EF-Tu cleavage
only in the presence of metabolites derived from infected PsTIR-expressing
cells. (C) Schematic representation of the PsCaspase reporter assay. A peptide
comprising the residues preceding one of the cleavage sites in EF-Tu (EEKAR,
positions 55 to 59) fused to 7-amino-4-methylcoumarin (AMC) was synthesized.
The synthetic peptide was incubated with lysates from PsCaspase-expressing
E. coli K-12 MG1655Alit cells and small molecules collected from infected TIR- or
RFP-expressing cells. PsCaspase activation leads to peptide cleavage
downstream of the arginine residue, thereby releasing the free fluorophore.

(D) PsCaspase reporter assay with small molecules collected from infected
EcTIR-, PsTIR- or RFP-expressing cells. Curves show the mean of three replicates

with the standard deviation shown as a shaded area. (E) Schematic of the in vitro
cleavage assays, using lysates from E. coli K-12 MG1655Alit cells that express
PsCaspase, incubated with small molecules collected from T6-infected cells that
express either ECTIR or RFP. (F) SDS-PAGE of in vitro reactions followed by
Coomassie staining. Red arrows indicate protein bands that are depleted in the
presence of ECTIR metabolites. Green bracket indicates a smear of low molecular
weight fragments that are enriched in the presence of EcTIR metabolites.

(G) Volcano plots showing differential abundance of peptides in PsCaspase cell
lysates following incubation with EcTIR-derived small molecules or with small
molecules from control RFP-expressing cells. Peptides starting directly after an
arginine residue (left) or ending with an arginine residue (right) are marked in
blue. (H) Peptides enriched >fivefold in the EcTIR sample, and depleted >twofold
when incubated with RFP versus EcTIR metabolites were selected for motif
analysis (n = 83 peptides from 70 proteins). Shown are the five strongest hits.
Fold enrichment relates to peptides starting at the position after arginine.

(I) Sequence logo of the 83 cleavage sites. (J) Cleavage of C-terminally
HA-tagged RplE from cell lysates in the presence of EcTIR metabolites as shown
by western blot. GroEL is shown as a loading control.

cells, using the peptide-AMC cleavage assay as
a reporter system to assess the activity of HPLC
fractions (fig. S7). Initial purification in phosphate
buffer (pH 8.0) showed that the molecule rap-
idly lost activity under these conditions, and we
therefore purified it in water (pH 7.0). Liquid

SCIENCE science.org

chromatography coupled with mass spectrome-
try (LC-MS) showed that the molecule has the
same mass as the canonical cyclic ADP-ribose
(cADPR) (Fig. 4C) and MS-MS analysis showed
that the fragmentation pattern of the molecule
was indistinguishable from that of cADPR (fig.

S7E). However, the molecule had a different LC
retention time and absorbed light at a different
wavelength than cADPR, suggesting that the
type IV Thoeris molecule is distinct from cADPR
(Fig. 4C). Indeed, synthetic cADPR was unable to
activate PsCaspase (Fig. 4B).
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‘We subjected the purified molecule to nuclear
magnetic resonance (NMR) analysis. Data from
1D 'H, 2D homonuclear COSY and TOCSY, and
2D heteronuclear 'H-*C HSQC and HMBC NMR
experiments, showed that the molecule com-
prises two ribose moieties and an adenine base,
supporting the notion that the molecule is a

variant of cADPR (fig. S8). However, ribose car-
bon 17, which in the canonical cADPR is nat-
urally found attached to N1 in the adenine ring,
showed a 3-bond HMBC correlation to H8 in
the adenine ring (Fig. 4D, inferred from the
HB8-C1” and H1”-C8 correlations in the HMBC
spectrum). Moreover, similar intensities were

observed for peaks correlating with position 8 on
the adenine base and I’ and 1” in the two ribose
moieties (HI’-C8 and H1”-C8, and H8-C1’ and
HB8-C1”), indicating a symmetrical orientation
of the two ribose moieties relative to carbon
atom C8 of the adenine base (Fig. 4D). Given
that ribose carbon 1’ was verified as attached
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Fig. 4. Type IV Thoeris produces the immune signaling molecule N7-cADPR.
(A) Plaque assay of phage T6 on cells co-expressing the type IV Thoeris system
from Pseudomonas sp. 1-7 with RFP control, Tadl from phage SBSphiJ7 (12), Tad2
from phage SPO1 (32), or Tad2 from M. odoratus (ModTad?2) (15). None of the anti-
defense proteins inhibit type IV Thoeris defense. (B) PsCaspase reporter assays
using metabolites derived from EcTIR-expressing cells following phage infection, or
using 100 pM of pure cyclic ADPR, 1"-2' gcADPR, 1"-3' gcADPR or ADPR. Only
EcTIR-derived metabolites activate PsCaspase. (C) Chromatograms and UV-spectra
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(inset) of the type IV Thoeris signaling molecule (blue) and canonical cADPR (N1-
cADPR, green). Both molecules have m/z = 540.0543 in negative ionization mode.
(D) Correlations observed for N7-cADPR in the 2D *H-3C HMBC NMR spectrum.
Correlations between the adenine and the two ribose moieties are marked by

red arrows both in the spectrum and on the molecule; other HBMC-derived
correlations are shown by black arrows on the molecule. (E) Structure of
N7-cADPR, compared with structures of canonical cADPR and 1"-3" gcADPR.
(F) A model for the type IV Thoeris mechanism of immunity.
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to N9 in the adenine base (H1-C4: correlation),
our results indicate that ribose carbon 1” is
attached to nitrogen atom N7 in the adenine
base (Fig. 4D). Altogether, our MS and NMR
experiments indicate that the molecule that
activates PsCaspase is ADP-cyclo[N7:1"]-ribose
(N7-cADPR), a molecule that, to our knowl-
edge, has not been described before in natural
systems (Fig. 4E). It was previously shown that
N7-methylation of adenosine shifts the wave-
length of the absorption maximum from 257
to 272 nm (33), which is in line with the shift
in absorption that we observe in N7-cADPR as
compared with cADPR (Fig. 4C).

Two types of Thoeris systems were previ-
ously studied in detail, and a third type (type
11 Thoeris) was suggested recently based on
an operon architecture that contains TIR do-
mains (16). In type I Thoeris, the effector pro-
tein ThsA harbors a SLOG domain that binds
the signaling molecule gcADPR (74), and in type
II Thoeris, the signaling molecule His-ADPR is
perceived by a Macro domain found in the effec-
tor protein (75). In type IV Thoeris, the caspase-
like protease effector encodes a C-terminal
domain of unknown function (fig. S9A). Struc-
tural modeling (34) suggests that PsCaspase
forms a dimer in which the C-terminal do-
mains are brought in close proximity to form
a putative ligand-binding pocket (fig. S9B).
When co-folding the PsCaspase dimer with
N7-cADPR, AlphaFold3 (34) confidently placed
N7-cADPR within this pocket, predicting multi-
ple residues in PsCaspase to interact with N7-
cADPR through hydrogen bonds (E255, Q284
R288, H299) or n-rt stacking with the adenine
base (W301) (fig. SOC). Mutations in any of these
residues abolished defense against phage T6 (fig.
S9D), together suggesting that the pocket formed
by the C-termini of the PsCaspase dimer is res-
ponsible for binding N7-cADPR to trigger the
proteolytic activity of the caspase-like domain.

Discussion

Together, our data provide a model for the
mechanism of type IV Thoeris (Fig. 4F). Once
infection is sensed in the cell, the TIR-domain
protein utilizes NAD* as a substrate and gen-
erates a cyclized ADPR molecule where the
carbon previously connected to the nicotinamide
ring becomes covalently attached to the N7 ni-
trogen atom in the adenine base. This N7-cADPR
molecule specifically activates the caspase-like
effector of the defense system which then in-
discriminately cleaves cellular and potential-
ly phage proteins after arginine residues,
causing massive protein degradation in the
cell and incapacitating the phage reproductive
cycle (Fig. 4F). The phage-derived component
that is sensed by type IV Thoeris as a signature
for infection is currently unknown and awaits
future study.

Our data show that the molecule N7-cADPR
functions as an immune signaling molecule in
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bacteria. Past studies showed that immune
signaling molecules tend to be shared between
domains of life. For example, 2’3’ cyclic GMP-
AMP functions as an immune signaling mol-
ecule in the human c¢GAS-STING pathway (35),
as well as in defense systems of the CBASS fam-
ily (36). Similarly, 3'3’ cyclic UMP-AMP, origi-
nally discovered as a signaling molecule in
bacterial CBASS systems (37), was later shown
to be produced by animal immune proteins in
response to dsRNA stimulation (38). TIR-
derived immune signaling molecules also have
parallels between bacteria, animals, and plants.
For example, 1”-3' gcADPR, produced by type I
Thoeris, was shown to also be produced by
the plant immune protein BATIR (I18) and
the human TIR-domain protein SARM1 (39),
although the biological roles of this molecule
in plants and humans are currently unclear.
It is therefore anticipated that the molecule
discovered here, N7-cADPR, could also be found
to participate in immune signaling in multicel-
lular eukaryotes in future studies.

Human caspases can function both as ini-
tiators of cell death, where they activate spe-
cific death-promoting proteins by proteolytic
cleavage (1), or as executioners of cell death,
where they cleave hundreds of proteins to pro-
mote apoptosis (3). Our findings strengthen the
understanding that caspase-like proteins have
similar roles in bacterial immunity. Bacterial
caspase-like proteases were previously shown to
cleave bacterial gasdermins into pore-forming
effectors that execute a form of pyroptotic-like
cell death (5), paralleling inflammatory caspases
in humans (7, 2). In type IV Thoeris immunity,
the role of the caspase-like protease is analogous
to executioner caspases, as it directly executes
cell death by cleaving many cellular target pro-
teins, likely shutting off essential processes in
the cell and preventing viral replication. Recent
work has shown that some type III CRISPR-Cas
systems also co-opted caspase-like proteases
as a part of their immune mechanism (6-8). In
particular, a type III-B CRISPR-Cas system em-
ploys a cascade of proteolytic events, in which
CRISPR-Cas signaling activates a SAVED-CHAT
protease to specifically process PCaspase, a
caspase-like promiscuous protease that cleaves
multiple proteins possibly downstream of argi-
nine residues (8). Our results point to a common
molecular function of PCaspase and the type IV
Thoeris caspase as arginine-specific promiscu-
ous proteases responsible for executing cell
death or dormancy. Caspase-like proteases were
predicted to be associated with other families
of defense systems such as CBASS (40) and Avs
(41), but their roles in these systems are cur-
rently unknown. It is possible that these pro-
teases mediate bacterial defense through a
mechanism similar to that of PsCaspase. Our
results show that proteases of the caspase
family are ancient modules in the toolbox of
immune-related cell death machineries shared

by bacteria, fungi (42), plants (43), and hu-
mans ().
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ENERGETICS

Energetic constraints drive the decline of a sentinel

polar bear population

Louise C. Archer**, Stephen N. Atkinson?, Nicholas J. Lunn®, Stephanie R. Penk™*t, Péter K. Molnar**

Human-driven Arctic warming and resulting sea ice loss have been associated with declines in several
polar bear populations. However, quantifying how individual responses to environmental change
integrate and scale to influence population dynamics in polar bears has yet to be achieved. We
developed an individual-based bioenergetic model and hindcast population dynamics across 42 years
of observed sea ice conditions in Western Hudson Bay, a region undergoing rapid environmental change.
The model successfully captured trends in individual morphometrics, reproduction, and population
abundance observed over four decades of empirical monitoring data. Our study provides evidence for
the interplay between individual energetics and environmental constraints in shaping population
dynamics and for the fundamental role of a single limiting mechanism—energy—underpinning the decline

of an apex Arctic predator.

nderstanding the processes that govern

the spatiotemporal dynamics of popula-

tions is a fundamental objective in ecol-

ogy (I). Long-term population studies

have played important roles in provid-
ing sufficient data at the scales required to
answer ecological questions about the factors
that shape population dynamics (2, 3). However,
rapid global change means that patterns and
correlations established under contemporary or
historical conditions may be disrupted as pop-
ulations become increasingly exposed to altered
environmental states (4). To proactively conserve
vulnerable species, more mechanistic insight is
needed regarding the links between individuals
and environments and how these processes scale
to influence population-level responses (5). De-
spite repeated calls for mechanistic approaches
to understanding populations (4, 6-8), process-
based studies that reveal mechanisms regulating
wild populations remain a challenge. Gaps be-
tween theoretical and empirical studies persist
for large carnivores, in particular, owing to a
dearth of population data at appropriate multi-
generational scales (9-17).
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More mechanistic understanding is imper-
ative in the Arctic, where warming is occur-
ring faster than anywhere else on Earth (12),
causing declines in sea ice (13), transforming
ecosystems, and threatening the persistence of
ice-dependent species (14). Polar bears (Ursus
maritimus) are considered particularly at risk
because they rely on sea ice as a platform to
hunt seals, their primary food source (15). When
sea ice melts during warmer months, polar
bears are forced on land or to follow retreating
ice away from productive continental shelf
regions (16). During periods of diminished sea
ice, individuals rely on their accumulated en-
ergy reserves because terrestrial foods are an
energetically insufficient replacement (77), and
deeper, unproductive waters provide few forag-
ing opportunities for those that remain on
retreating ice (I8). Altered sea ice dynamics
from climate warming are expected to lead to
longer periods of food deprivation for most
polar bear subpopulations. Observed declines
in body condition (19-21), reproduction (19, 22),
survival (23, 24), and abundance (23-25) indi-
cate that responses to climate change are already
being seen in several regions. Data deficien-
cies for most subpopulations and the lack of a
mechanistic framework quantifying the effects
of sea ice loss across the life cycle have hin-
dered conservation. This knowledge gap is
partially a result of logistical and financial
limitations associated with studying a long-
lived, wide-ranging marine mammal that oc-
cupies remote regions—limitations common

to many imperiled large mammal species (26).
More broadly, developing mechanistic models
that accurately capture effects of environmen-
tal change across long timescales and multiple
levels of organization (e.g., the joint responses
of individual traits, demographic rates, and
population dynamics) remains challenging (7).

Our objective was to derive a mechanistic
model that could explain long-term dynam-
ics in a population that is experiencing rapid
environmental change. Given that this change
fundamentally affects polar bears through re-
duced on-ice feeding periods and extended on-
land fasting, and recognizing that survival and
reproduction are constrained by an individu-
al’s ability to meet associated energetic costs
(27), we focus on energy as the mediating link
between environment, individuals, and popu-
lations (5). We developed an individual-based
bioenergetic model based on fundamental
physiological principles, which integrates en-
ergy acquisition and expenditure (feeding, so-
matic maintenance, movement, growth, and
reproduction) across an individual’s life cycle
into a single energy budget (28) (Fig. 1). We
parameterized this model for polar bears using
primarily physiological data, considerably ad-
vancing on previous studies that had inferred the
fasting limits of adult bears on land but could not
be applied outside of the ice-free period or across
longer timescales (27, 29). Energetic fluxes, en-
ergy balance, and allocation to different pro-
cesses are modeled across the life cycle as a
function of an individual’s physiological state—
which in turn depends on sea ice availability
and associated feeding opportunities—to give
individual life history, including reproduction
and death. Demographic rates and population
dynamics emerge through time from the bal-
ance between reproduction and mortality across
individuals.

We first evaluated the bioenergetic model
under average sea ice conditions (calculated
across 1979 to 2021) and found that it generated
realistic dynamics in individual energetics, body
mass, body length, and reproduction that were
consistent with polar bear life history and ecol-
ogy. Because we assumed negligible foraging
without sea ice (27), energy intake from feeding
was zero during the ice-free period and varied
across the rest of year based on individual size
and seasonal differences in prey availability.
Annual cycles in energy balance emerged, where
modeled bears switched from an energy deficit
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Fig. 1. Overview of key energetic processes (in megajoules per day) that
form the polar bear bioenergetic model. Solid lines show the allocation of
incoming energy across different processes, and dashed lines show where energy
can be mobilized from reserve mass when required. The annual cycle for
individuals is also shown, where bears switch between feeding on the sea ice and
fasting on land in the summer, when sea ice melts and marine mammal prey
become inaccessible. Depending on an individual's state, the time of year, and

during the ice-free period into energy surplus
after freeze-up, when bears resumed feeding
on marine prey (Fig. 2 and fig. S7). Feeding
rates peaked during the seal pupping period
from April to mid-May, averaging 51.6 MJ day ™
(SD = 0.8) for adult females, which matched
field-derived consumption estimates (51.6 to
54.2 MJ day ™) (30-32), and remained high
until breakup (48.6 + 1.0 MJ day ). Feeding
was lower upon return to the ice (32.2 + 0.6 MJ
day™ in November to December), with the
lowest feeding rates in midwinter (27.1 + 1.3 MJ
day ™ in January to March). Seasonality in en-
ergetic balance led to large oscillations in re-
serve mass (body mass that can be metabolized
as a source of energy), where reserves peaked
at breakup and were lowest at refreeze (Fig. 2).
Oscillations in reserve mass were most pro-
nounced early in the reproductive cycle. While
denning, females lost on average 40% body
mass, which agrees well with observed mass
loss of 43% between autumn and spring for
denning females (33). After den emergence
and resuming on-ice feeding, females with
“cubs of the year” regained 57 + 19 kg before
subsequently losing 31% body mass during
the ice-free period (mass loss averaging 0.6 +
0.04 kg day™!). Oscillations dampened as
females reduced investment in older cubs.
Females with yearlings lost 22% body mass
across the ice-free period (0.5 + 0.03 kg day ™),
similar to solitary adult females (0.5 + 0.05 kg
day™, 20% body mass). Yearling cubs lost
17% body mass over the ice-free season (0.2 +
0.02 kg day ™), whereas average cub-of-the-year
mass stayed approximately constant (gain of

SCIENCE science.org

for up to 2.4 years.

0.02 + 0.04 kg day™") because loss of reserve
mass (0.1 kg day ™) was offset by structural
growth. Our mass loss rates (modeled across
the entire ice-free period) were at the low end
of empirically observed mass loss rates over
shorter intervals (0.2 to 1.6 kg day ! for adult
females, 0.4 to 0.7 kg day ! for yearlings, and
0.15 to 0.25 kg day ™" for cubs of the year)
(17,19, 27, 34, 35), likely because of nonlinear
mass loss over longer periods. Sensitivity analy-
ses indicated that the model was generally ro-
bust to variation in parameter values (tables
S2 and S3). Parameters related to feeding had
the strongest influence on model outputs (figs.
S3 and S4), highlighting foraging and prey dy-
namics as areas for further study and monitor-
ing. These processes likely have outsized impacts
on individuals and populations and may be
further influenced by environmental change,
beyond the reductions in ice-based foraging
considered in this work.

We next applied the bioenergetic model to
reconstruct the dynamics of a sentinel popu-
lation of polar bears in Western Hudson Bay,
Canada, under climate warming and sea ice con-
ditions observed across the past four decades.
Western Hudson Bay is the most intensively
studied subpopulation of polar bears, which
has been subject to scientific research and moni-
toring efforts for around five decades (36, 37).
The subpopulation occupies the seasonal ice
ecoregion (16), where sea ice disappears com-
pletely in the summer, forcing the entire pop-
ulation onshore. Progressively earlier breakup
and later refreeze dates have extended the ice-
free period in Western Hudson Bay by 9 to

Breakup

reproductive condition, the annual cycle may occasionally be punctuated by
reproductive events (den entry, den emergence, and weaning of cubs), which
do not necessarily occur every year. Pregnant adult females may enter a
maternity den in the fall (if above a threshold body condition), give birth to one
to three cubs, emerge from the den with their new cubs in spring, and return
to the sea ice to feed and provide extended maternal care (including lactation)

10 days per decade since 1979 (27, 38), which
has coincided with declining metrics of polar
bear population health (15, 19) and a recently
estimated population size that is approximate-
ly half the size of that in the 1980s through mid-
1990s (36). To examine whether these observed
changes could be mechanistically explained by
sea ice loss, the resultant loss of feeding op-
portunities, and impacts on individual-level
energetics, we ran simulations of our bioener-
getic model over a 42-year period (1979 to 2021)
using starting variables (population size, age,
and sex structure) corresponding to empirical
estimates from Western Hudson Bay for 1979
and with fluctuating sea ice breakup and re-
freeze dates that matched conditions in Hudson
Bay derived from satellite imagery (27). We
compare model hindcasts against 37 years of
long-term empirical monitoring data (com-
prising 5116 measurements from 2892 polar
bears captured during the ice-free period in
Western Hudson Bay from 1979 to 2016) to
first confirm that the bioenergetic model could
reproduce observable empirical trends at mul-
tiple levels, including morphometrics and re-
productive metrics. Given the importance of
recruitment to population dynamics, we focus
comparisons on adult females, yearlings, and
cubs of the year.

Temporal changes in morphometric traits
and reproductive indices

We used generalized linear models (GLMs) to
summarize and compare temporal changes in
morphometric traits and reproductive indices
across the study period in model hindcasts and
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the empirical data. Hindcasts captured im-
portant features of the empirical data, showing
overall similar distributions and temporal
dynamics in morphometric and reproductive in-
dices across all age classes and sexes (figs. S8 and
S9 and table S5). Body lengths, body masses,
and body conditions of adult females, yearlings,
and cubs of the year declined through time in
both model hindcasts and empirical data (Fig. 3,
Ato C, and table S6). Overlap of Bayesian 95%
credible intervals (fig. S10) indicated that hind-
cast rates of decline in length were weaker than
empirical trends for adult females and cubs of
the year but were similar for yearlings, which
declined by 1.2 and 1.8 cm decade™ in hind-
casts and empirical data, respectively. Body mass
declined similarly in hindcasts and empirical
data for both adult females and yearlings (e.g.,
adult female mass declined by 9.6 and 10.5 kg
decade™ in hindcasts and empirical data, re-

Reproductive state: immature

Outcome of cub(s): === successfully weaned

spectively). Body condition (measured as mega-
joules of reserve energy per kilogram of lean
mass) also declined similarly in hindcasts and
empirical data for adult females (by 5.3%
and 4.6% decade™, respectively), with hind-
cast declines relatively stronger for yearlings
and weaker for cubs of the year. Declines in
morphometrics were a response to declining
environmental conditions (diminished ice-
based feeding time and extended fasting pe-
riods), with hindcasts also capturing positive
observed effects of later sea ice breakup on
body mass and body condition (Fig. 3, D and
E, and table S7).

Changes in individual energetics scaled up to
changes in reproductive indices, with hindcasts
again mirroring empirical trends (Fig. 4, fig.
S11, and table S8). Hindcast average litter size
declined by 0.8% decade™ [95% credible inter-
vals (0.5, 1.2)] for cubs of the year [empirical =

== gvailable ==== pregnant

lactating ==

3% (0.2, 5.6)] and by 6.3% decade™ (5.8, 6.8) for
yearlings [empirical = 4.5% (-0.8, 9.7)]. The hind-
cast proportion of females producing a litter de-
clined [-0.035 decade ™ (-0.037, -0.033)] as did
the number of dependent cubs per female [by
8.6% decade ™ (7.9, 9.2)], with weaker evidence
for empirical declines [by —0.01 decade™ (-0.03,
0.01) and by 4.6% decade™ (~1.5, 10.3), respec-
tively]. The proportion of females with cubs
that were not lactating increased similarly in
hindcasts [0.06 decade™ (0.057, 0.064)] and in
empirical data [0.08 decade™ (0.03, 0.14)].

Vital rates and population dynamics emerge
from individual energetic constraints
and sea ice conditions

Having confirmed that the mechanistic model
captured observed temporal trends in mor-
phometric traits and reproductive indices and
produced realistic functional relationships with
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Fig. 2. An example time series of fluctuations in reserve mass across one
modeled female polar bear’s lifespan and for her dependent cubs, simulated
under average sea ice conditions. (Top) Fluctuations in reserve mass for one
female polar bear’s lifespan. (Bottom) Fluctuations for her dependent cubs. The
female was initiated as a 2 year old, with a body length of 1.79 m, a body mass of
157 kg, structural mass of 114 kg, and reserve mass of 43 kg. The possible
reproductive states of the female are indicated by color, with life history events
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highlighted below the top panel. Open circles indicate the reserves of the
female before potential den entry on 1 October, and the dotted horizontal line
indicates the threshold body condition for denning and production of cubs.

The fates of her cubs in the bottom panel are also indicated by color, where
green indicates a cub that was successfully weaned (i.e., became independent),
light pink indicates a cub that died owing to background (age-related) mortality,
and dark pink indicates a cub that died from starvation mortality.
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sea ice, we next aimed to determine how hind-
cast changes in individual energetics scaled
to influence population vital rates. Reduced
cub survival and recruitment have occurred
alongside declines of several subpopulations
(23, 24, 39), and changes in reproductive rates
that emerged from hindcasts supported this. In
addition to the declines in reproductive indices
described above, life history traits of hindcast
females further indicated reduced reproductive
output: Although age at first litter production
remained approximately stable, the hindcast age
at which females first successfully weaned cubs
increased slightly (fig. S12A and table S9). The
interbirth interval increased more strongly over
time [by 8.8% decade™ (8.5, 9.0)], reflecting a
change in the life history of Western Hudson
Bay bears. Historically, offspring often became
independent as yearlings [e.g., from 1966 to
1979, up to 80% of yearlings were independent
(19)], in contrast to most other regions, where
cubs separate from their mothers as 2 year olds
(87). However, as sea ice has declined over the
past four decades, early separation of cubs from
their mothers has also become infrequent, with
the observed proportion of independent year-
lings dropping to <10% and the typical repro-
ductive cycle extending from 2 to 3 years (15, 19).
By incorporating energy-dependent weaning
in our model, a similar shift in the age of cub
independence also emerged in hindcasts, where
the average proportion of independent yearlings
dropped to 9%, and the mean interbirth inter-
val increased from ~2 years in the 1980s to
1990s to ~3 years in the 2000s (Fig. 4D and fig.
S12B). Such emergent features underscore how
altered individual-level energetics from environ-
mental changes can scale up to affect vital rates:
Reduced reproductive performance and altered
life history traits ultimately led to a decline in
the hindcast recruitment of yearlings to 2 year
olds by 11.8% decade™ (10.7, 12.9) since the
1980s (fig. S12C).

The bioenergetic model incorporated two
sources of mortality: starvation-related mortal-
ity (from low energy reserves) and background
mortality (related to aging and incidental death
or harvest). Using GLMs to identify emergent
patterns in hindcast mortality, we found that
annual starvation mortality increased with du-
ration of the ice-free period for adult females,
yearlings, and cubs of the year (Fig. 5A). Con-
sequently, starvation mortality increased across
years (fig. S13), concurrent to a general trend
toward a longer ice-free period (Fig. 5B), which
acted to reduce the number of days that in-
dividuals spent feeding across the year and in-
creased the number of days spent fasting (when
energy balance was negative). Because annual
survival was negatively correlated with starva-
tion mortality (Pearson’s correlation coefficient
r = -0.93; P < 0.001), survival showed a cor-
responding decline with increasing ice-free
period and ultimately declined across years
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Fig. 3. Empirical and hindcast trends in morphometrics. (A to C) Comparison of temporal trends in
individual body length (A), body mass (B), and body condition (C) from empirical data collected from
polar bears in Western Hudson Bay across four decades with outputs from model hindcasts for the same
period. (D and E) Relationships between day of sea ice breakup and body mass (D) and body condition (E)
for the same period. Empirical data are shown as gray points, with the black lines showing the mean

of the posterior predictions from GLMs. Outputs from model hindcasts are shown as red points (adult females),
yellow points (yearlings), and teal points (cubs of the year), with respective lines showing the means of the
posterior predictions from GLMs summarizing hindcasts. Parameter values and distributions of GLMs for empirical
and hindcast data are available in tables S6 and S7. Also shown are the marginal effects of time and sea ice
breakup, indicated by B.
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for adult females, yearlings, and cubs of the
year (fig. S14:).

A particular strength of the mechanistic mod-
eling frameworXk is its ability to give insight into
processes occurring at times of the year when
opportunities for direct observation and em-
pirical studies are rare. For example, the highest
mortality rates in polar bears have generally
been recorded for cubs of the year (24, 25, 40),
in agreement with hindcasts. Our model fur-
ther indicated that although starvation mor-
tality for older bears was distributed toward
the end of the ice-free period and after freeze-
up, cub-of-the-year mortality showed two addi-
tional peaks: The highest mortality occurred
after den exit (fig. S15A), when mothers were
often in poor condition after protracted fasting
and thus tended to either stop or greatly reduce
their investment in lactation, leaving their new
cubs vulnerable to starvation. Mortality also
occurred shortly after breakup for cubs that
survived their first few months out of the den
but arrived onshore in poor body condition.
From the mid-1990s, an additional spike in
cub starvation mortality emerged in hindcasts
toward the end of cubs’ first year (fig. S15B)
because earlier sea ice breakup limited cubs’
ability to accumulate reserves after den emer-
gence, whereas longer stretches on land caused
mothers to reduce investment in lactation
toward the end of the ice-free period, leading
to some cub starvation (41). Elevated mortality
continued even after bears returned to the ice
at freeze-up and resumed feeding because un-
favorable hunting conditions in early and mid-
winter meant that modeled food intake was
~35 to 45% lower compared with spring feed-
ing, and cubs of the year (and, to a lesser extent,
adult females and yearlings) remained vulner-
able to starvation until their energy reserves
were gradually restored. Increased starvation
mortality of cubs of the year, and resultant re-
duced recruitment into the yearling age class,
may explain the relatively low abundance of
yearlings observed in recent population sur-
veys (36).

The changes in reproduction and mortality
that emerged from hindcasts ultimately pre-
cipitated changes in the population size and
an overall decline from 1979 to 2021 (Fig. 5C).
Ranging between 906 and 1234 bears across
the first 20 years, the hindcast population sub-
sequently declined by 49% (95% confidence
interval, 40 to 57%) across the next two decades.
This trend mirrors empirical population esti-
mates from mark-recapture studies and aerial
surveys. Despite differences in empirical study
designs (23), there is broad consensus that the
population was increasing or stable from the
1970s through the mid-1990s, declining into
the early 2000s, and followed by a period of
stability or slight decline through the mid-
2010s (36). After increasing from 1000 bears in
1979 to 1230 bears in 1995 (1112 to 1354), in-
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Fig. 4. Empirical and hindcast trends in reproductive metrics. (A to D) Temporal trends in the average
litter size for cubs of the year (A) and yearlings (B), the proportion of females with offspring that are lactating
(C), and the proportion of yearlings that are independent (D). Empirical data collected from polar bears in
Western Hudson Bay across four decades are shown together with outputs from model hindcasts for the
same period. Empirical data are shown as gray points, with the dark gray lines showing the means of the
posterior predictions (shaded regions show the 95% credible intervals) from GLMs. Outputs from model
hindcasts are shown as teal points in (A), as yellow points in (B) and (D), and as red points in (C), with
respective solid lines showing the means of the posterior predictions from GLMs. Parameter values and
distributions of GLMs for empirical and hindcast data are available in table S8. Also shown are the marginal
effects of time (percentage point change), indicated by B.

creased frequency of longer ice-free periods
(relative to 1980s conditions) meant that our
hindcast population declined by 19% to 993
bears in 2004 (880 to 1107), which corresponded
closely with empirical estimates of 1233 bears
(863 to 1643) in 1995 (42) and 935 bears (794
to 1076) in 2004 (25). By 2011, hindcasts pre-
dicted a population of 923 bears (793 to 1057),
which falls between estimates from two sep-
arate studies of 1030 bears (754 to 1406) (43)
and 806 bears (653 to 984) (23) in 2011. The
most recent empirical population estimate
was 618 bears (425 to 899) in 2021, closely align-
ing with our modeled estimate of 616 bears
(497 to 751) (36). The emergence of realistic
population-level trends from the process-based
bioenergetic model—which operates at the in-
dividual level—is a strong indicator that the
most important mechanisms linking polar bears
to sea ice were captured (44,).

Conclusions

Understanding population responses to change
requires insight into proximate causes—i.e.,
the mechanisms that mediate environmental
effects on individuals. A challenge in developing
such mechanistic insight for long-lived mam-
mals is ensuring that the model can predict in-
dependent real-world dynamics at appropriate
temporal scales. Using a model developed on
first principles of energetics (28) and validated
against four decades of independent long-term
population monitoring and capture data, we
have demonstrated how observed population
dynamics of a large carnivore are mediated by
individual-level energy budgets, environmen-
tal change, and cascading demographic effects.
The close match between model hindcasts and
real-world data across multiple levels provides
rare evidence for the role of a single fundamen-
tal mechanism (energetic limitation) in driving a
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Fig. 5. Effects of sea ice conditions on population dynamics. (A) Relationship between the length of the
ice-free period and starvation mortality of adult females, yearlings, and cubs of the year estimated from
model hindcasts. Points represent output from model hindcasts, and lines represent the means of the
posterior predictions from GLMs. Parameter values and distributions for GLMs are available in table S10.
(B) Duration of the ice-free period in Western Hudson Bay across time. (C) Total population size estimated
from hindcasts of the bioenergetic model, where the solid blue line is the mean number of bears across
100 simulations, and the shaded blue area is the 95% confidence interval, with the orange points and
vertical bars indicating population estimates (means and 95% confidence intervals, respectively) from field

studies (23, 25, 36, 42, 43, 50).

population decline, adding weight to projections
that continued warming risks the collapse of
most polar bear subpopulations (27, 45) and
supporting evidence-based management, con-
servation decision-making, and policy develop-
ment (46). Although our model was developed
for polar bears, the framework is built around
the unifying currency of energy and can be
adapted to other species where environmental
or anthropogenic factors constrain foraging
time (47, 48) or could be broadly applied to
consider other global change stressors that af-
fect energy acquisition or expenditure—e.g.,
altered movement rates in response to land
use change (49).
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PHASE TRANSITIONS

Nondeterministic dynamics in the n-to-0 phase
transition of alumina nanoparticles

Masaya Sakakibara', Minoru Hanaya®, Takayuki Nakamuro™, Eiichi Nakamura®*

Phase diagrams and crystallography are standard tools for studying structural phase transitions,
whereas acquiring kinetic information at the atomistic level has been considered essential

but challenging. The n-to-0 phase transition of alumina is unidirectional in bulk and retains the
crystal lattice orientation. We report a rare example of a statistical kinetics study showing

that for nanoparticles on a bulk Al(OH); surface, this phase transition occurs nondeterministically
through an ergodic equilibrium through the molten state, and the memory of the lattice
orientation is lost in this process. The rate of the interconversion was found to be insensitive

to the electron dose rate, and this process had a small Gibbs free energy of activation.

These nondeterministic kinetics should be a key feature of crystal nucleation occurring in

high-surface-energy regions of bulk crystals.

rystal phase transitions are often irrever-

sible and thus deterministic processes.

For example, alumina (Al,O3) undergoes

a series of irreversible first-order phase

transitions with increasing temperature as
it transforms from hydrated alumina [bayerite,
0-Al(OH);] into the metastable n phase, the 6
phase, and finally the most stable o phase pre-
viously reported (Fig. 1A) (7). The transitions in-
volve a series of AlI-O bond cleavages that
increase in the aluminum atom coordination,
from a 3:5 ratio of 4- and 6-coordinate in the
n phase, an equal mix in the 6 phase, to all
6-coordinate in the a-phase. Previous bulk
crystallographic studies concluded that the orien-
tation of the anion sublattice is retained during
the n-to-0 transition, although the reasons for
this were not fully understood (2, 3).

To investigate this transformation further, we
focused on surface regions where nucleation
initiates the bulk phase transition. We studied
nanosized particles (NPs) of alumina that formed
on a bulk surface of a-Al(OH); crystallites pre-
pared at submicrometer scale on a spherical
aggregate of an aminated carbon nanotube
(aCNT) (Fig. 1B). The reactions were then moni-
tored in situ with angstrom- and millisecond-
resolution transmission electron microscopy
(TEM) at 80 kV. At temperatures between 110
and 298 K, 0-Al(OH); dehydrated (2) to form
an alumina melt. From this melt, a mixture of
NPs formed that underwent various equilibria
transitions (n-to-6, 6-to-n, n-to-n, and 6-to-0)
through a molten state (ML) of alumina (Fig.
1C, 20.02 s and 35.60 s) under the influence of
a high surface energy. The surface energy of
alumina NPs with diameters smaller than ~4 nm
makes ML as stable as crystalline states (4), as
opposed to the bulk thermodynamics, where
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ML becomes the most stable only at 2300 K.
Here, the n-to-n and 6-to-0 transitions refer to
the NP changing its orientation relative to the
bulk AI(OH); substrate.

Thus, the n-to-6 phase transition of alumina,
which is unidirectional in bulk, occurs nonde-
terministically through a rapid n/6 equilibrium
that occurs through melting and recrystalli-
zation of NPs on the bulk Al(OH); surface
(Fig. 1, D and E). Also, we found that the mem-
ory of the lattice orientation was lost. For sin-
gle NPs, the ratio of time spent in the nand 6
forms converged after ~1 min at 298 K. This
ratio matched the number of n and 6 NPs
formed when the equilibrium stopped as the
NPs grew larger and the surface energy de-
creased. These observations conform to the
ergodicity concept in statistical mechanics;
that is, the system explores all parts of its avail-
able phase space versus becoming Kinetically
trapped (5-7).

The phase transition was driven thermally be-
cause of underlying high surface energy, as evi-
denced by the data showing that the phase
transition rate, expressed as the observation time
in seconds [% (s )], depended on the tempera-
ture of the sample stage but not the electron
dose rate (EDR). The TEM observations indi-
cated that the recrystallization step was rate
limiting and occurred >100 times more slowly
than the melting step, which took place in <3 ms
at 298 K (8). Statistical Kinetic analysis on in-
dividual NPs at 110 and 298 K provided a set of
kinetic parameters of the 1/6 interconversion,
an Arrhenius frequency factor (4 = 20.9 s, an
Arrhenius activation energy (£, = 2.62 kJ mol™),
a large negative activation entropy (ASJF =-230J
mol™ K™), and a Gibbs free energy of activation
(AG" = 68.0 kJ mol™), indicating that the slug-
gishness of the recrystallization arises from en-
tropic penalty (9, 10). Not unexpectedly, the
magnitude of the AG value was comparable to
those of common organic chemical reactions
taking place at room temperature. These data

represent a rare demonstration of the capabil-
ity of real-space TEM observation for elucida-
tion of the mechanism of chemical events
through statistical mechanical analysis (71, 12).

These kinetics data obtained for NPs grown
from Al(OH); crystallites align with the ther-
modynamics of nanosized alumina polymorphs
that Navrotsky et al. studied for NPs prepared
by gas-phase condensation (13). The Navrotsky
data, combined with the data that we present
here, suggest that nondeterministic kinetics is a
common feature of crystal nucleation in high-
surface-energy regions of alumina crystals. The
discrepancy between the lattice retention in
bulk and the scrambling at the nanoscale sug-
gests that the bulk experiment observations
(4) result from an interplay between localized
disorder in high-energy nanoregions and the
overarching order imposed by the surround-
ing bulk crystal structure (74). Combined with
the atomistic mechanism of bulk crystal dis-
ordering (15), this disparity challenges tra-
ditional views of phase transitions based on
macroscopic analyses and underscores the
necessity for caution when extrapolating mac-
roscopic data to comprehend their atomistic
mechanism. The observed Kinetics and the
EDR insensitivity indicate that the surface
energy is more influential than has been gen-
erally assumed in the atomistic event on bulk
surfaces and defects or in nanoscale mate-
rials that are often studied by high-resolution
TEM (16).

Alumina nanoparticle formation on Al(OH);

‘We used single-molecule atomic-resolution time-
resolved electron microscopy (SMART-EM) (17-20)
to cinematographically analyze individual chem-
ical events on single molecules or nanometer-
sized specimens supported on CNTs in vacuum
(2I). The method provides the highest spatio-
temporal resolution available for the given in-
strumentation, operating under high-vacuum
and variable temperature and voltage condi-
tions with a useful frame rate of 1000 frames
per second (fps) (15, 22, 23). This capability
was essential to study the faint contrast of aligned
oxygen atoms in alumina NPs (24). In this con-
text, we have developed a method to grow alu-
mina NPs on the surface of a-Al(OH); (Fig. 1C).
By mixing a water-dispersible spherical aggregate
of aCNT with an aqueous solution of NaAlO, (25)
and allowing the mixture to stand at room tem-
perature, we formed a thin crust of polycrystals
of 0-Al(OH); on the ~100-nm-sized aCNT aggre-
gate. Neither pristine CNT nor oxidized CNT
produced 100-nm-sized solid crystals instead
of a crust of a-Al(OH); crystallites (fig. S3).
The average size of the a-Al(OH); crystallites
was 4.7 nm, as estimated by powder x-ray
diffraction (fig. S2). The shell of the 0-Al(OH);
polycrystals served as the seed for the alumina
crystallization (compare with Fig. 1C). Thermo-
gravimetric and differential thermal analysis
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Fig. 1. Conversion of a-Al(OH)3 to m and 6 alumina. (A) The macroscale thermal transformation of
a-Al(OH)3 to a-Al,03 is an irreversible phase transition. (B) Preparation of a-Al(OH); on a spherical
aggregate of aCNT (see text). (C) Representative TEM images (50 fps) of in situ formation of
alumina NPs. The aggregates of ~100-nm-diameter a-Al(OH)s nanocrystallites formed on the surface
of a spherical aggregate of aCNT. ML represents a molten state consisting of a mixture of melt
and growing crystal, where we found few discernable lattices in the 50-fps images, and n and 6
represent NP, and NPy, respectively. The gray area at the top is a vacuum. See the supplementary
materials for a low-magnification image of the Al(OH)3/aCNT crystallites on the spherical aggregate
of aCNT (fig. S1). Scale bar, 3 nm. (D) Summary of the ergodic equilibria of alumina NPs through
melting and recrystallization of the melt that resulted in the loss of memory of lattice orientation
(stripes). T,(n)/Te(n) is defined as the ratio of time each NP spent in the NP, -to-NPg state.

[NP,] and [NPg] indicate the structural information after nucleation. (E) Schematic diagram of

the observed mechanism of transformation mediated by the molten phase.

of the AI(OH);/aCNT samples showed a trans-
formation sequence from o-Al(OH); to n-Al,O3
at 520 K, then to 6-Al,O5 around 1000 K, and fi-
nally to a-Al,O5 at ~1300 K, consistent with tran-
sitions reported for bulk a-Al(OH); (Fig. 1A and
fig. S2) (3). The nanosized 0-Al(OH); crystallites
dehydrated into a mixture of n-Al,O3 and 6-Al,O5
under the high-vacaum TEM observation (26),
a process akin to the dehydrative production of
o-alumina from nanosized boehmite [y-Al(O)OH]
at room temperature upon ball milling (27). As
discussed below, the electron beam-mediated
dehydration occurred on the order of minutes,
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whereas the thermal phase transitions of the
NPs occurred in milliseconds (Fig. 2).

300-fps imaging of 1/6 interconversion
through melting and recrystallization

The transformation of an NP from the 6 struc-
ture to the n structure at 298 K is shown as a
series of images at 300 fps (3.33 ms per frame)
in Fig. 2A. This transformation occurred in two
steps, fast melting followed by rate-limiting
crystal growth. We estimated that the 6 struc-
ture disappeared in far less time than one frame,
but likely in under 1 ms, because we observed

only the n structure in the 30.0- to 33.3-ms frame
and only the 6 structure in the 33.3- to 36.7-ms
frame. After the rapid melting in the 33.3-ms
frame, we observed the slow formation of the n
crystal from the melt (28). The recrystallization
process required ~100 ms to complete, which is
>100 times longer than the melting process.
Note that the rate-limiting step of such a multi-
step reaction was identified visually rather than
being determined by kinetic analysis.

In the 30.0-ms frame, we saw the 6 phase on
the top right part (Fig. 2A, green), which, in the
33.3-ms frame, has disappeared to produce a
melt, and the n phase on the bottom left (Fig. 2A,
red). The n-crystalline phase continued to ex-
pand toward the top right region, where we had
seen the 0 structure several milliseconds earlier.
Using two-dimensional (2D) fast Fourier trans-
form (FFT) analyses, we determined the orienta-
tion of the anion sublattices. The 30.0-ms frame
(Fig. 2B, green square) corresponds to the 6 phase
with a lattice spacing of 2.3 A, while the 33.3-ms
frame (Fig. 2B, red square) represents the n
phase with a lattice spacing of 1.9 A.

The 6-to-n transformation was quantified by
the change in intensities of the 2D FFT peaks
(Fig. 2C). Compared with the instantaneous
6-to-n melt transition, the melt-to-n transition
was far slower, as evidenced by the increase of
the red-colored area of n-structure plotted in
Fig. 2D. Here, we observed in situ the nuclea-
tion and crystal growth process on the nano-
scale, as illustrated in Fig. 1E (27, 29). The large
difference in the rate constants between the
crystal-to-melt and melt-to-crystal transitions
suggested that the latter suffers an entropic
penalty because it requires extensive atomic
organization (13).

We analyzed the crystal lattice orientation
before and after phase transitions and found
that the orientation was randomized (Fig. 2, B
and E), in contrast to the reported bulk obser-
vation (4). We measured the angles between
the 6(310) and n(400) planes during three-phase
transition events and obtained varied values of
1.8° (Fig. 2B), 43.1° (Fig. 2E, left), and 77.6° (Fig.
2E, right). These findings were consistent with
the formation of a molten state in which sub-
stantial atomic relocations and extensive alter-
nation of Al-O bonds took place (compare with
Fig. 1E). Thus, the phase change at the nanoscale
occurred through a reconstructive mechanism
instead of by direct transformation from one
crystal plane to a specific other plane, as oc-
curs in martensitic transformation or cation
diffusion within the anion sublattice (30). In
good agreement with the reconstructive mech-
anism, we determined a highly negative en-
tropy of activation of the recrystallization step
(discussed below).

Interconversions of n and 6 alumina at 110 K

‘We next performed statistical analysis to deter-
mine the energetics of the dynamics at 110 K.
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Fig. 2. Observation of phase transition by 300-fps imaging at 298 K. (A and B) Representative TEM
images of a nucleating NP and their 2D FFT patterns (fig. S4 and movie S1). EDR = 2.2 x 10° e” nm™2 s},
80 kV, with the K3-IS camera. Scale bar, 2 nm. Local structures were classified into 6 (green) and n (red)
based on 2D FFT analysis. (C) Time evolution of the intensity of the strongest peaks in 2D FFT pattern for
the 0 (green) and n (red) phases. (D) Time course of the increase of the projected area of n crystal for
the TEM image [e.g., the red area in (A)]. (E) Measurement of the angle between the 6(310) and n(400) planes
before and after the transformation. For TEM images with 2D lattice fringes, the structure was assigned by
comparing with simulated images in terms of both lattice spacing and symmetry. For TEM images with only a
1D lattice fringe, the frames with a 0.19-nm spacing [n(400)] are classified as n, and those with a 0.23-nm spacing

of [6(310)] are classified as 6.

We studied tens of NPs cinematographically
at 110 K and 50 fps. Figure 3A illustrates an
example observation of a single NP for 100 s
(see also Fig. 1C). Small bulges on the AI(OH);/
aCNT surface appeared first (31). Initially, up
to a projected area of ~3 nm? (0 s), we saw no
structural features. As the size of these bulges
increased, the structure of the single NP fluc-
tuated stochastically between n structures
(22.46, 79.72, and 99.80 s) and 6 structures
(20.44 and 47.88 s) transforming through
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the ML (54.36 s and 56.76 s). The ML, which is
a mixture of the melt and a growing crystal,
produced no discernable lattice image in the
50-fps images.

We assigned the structure by 2D FFT anal-
ysis (fig. S6). During the course of 10 to 20 s, the
NP frequently switched between n (Fig. 3B, red)
and 6 (Fig. 3B, green). The changes for 12.0 to
13.0 s and for 15.6 to 16.6 s indicated that the
interconversions were stochastic at any given
point (32, 33). The observation of the ML (black)

over several consecutive frames was the result of
slow crystal growth, as discussed above. Although
the lifetime of each state changed stochastically
(26, 34, 35), an average over a sufficiently long
time revealed that the ratio of the time the NP
spent in NP, to NP (7;,/T5) reached a constant
value, as discussed below.

As the electron beam-mediated AI(OH);-to-
alumina conversion proceeded, the NP grew
larger and its projected area increased from
2 to 85 nm? after 100 s (Fig. 3C, black dots),
which was thousands of times slower than
the thermal melting and recrystallization pro-
cess (Fig. 2A). For the NP of projected area 3
to 6 nm?, the two phases interconverted fre-
quently with a frequency of 1.19 Hz, correspond-
ing to a reaction rate constant & = 1.19 s, or
one event every 840 ms on average. This fre-
quency gradually decreased, and the intercon-
version stopped when the reduced contribution
of surface energy, observed as the projected
area of the NPs, reached an average size of
7.88 nm? (Fig. 3D).

Figure 3E illustrates the “convergence of time
averages,” a basic aspect of statistical mechan-
ical analysis. The T,/T; ratio varied and the
proportion of n changed appreciably from 0.05
to 0.45 in short observations (1 to 5 s) but con-
verged to a constant value after 20 s. The con-
vergence time constant (t) was 9.0 s, indicating
the time required for the deviation from the
long-term average to reduce to e . Therefore,
time scales longer than t = 9.0 s reflected sta-
tistically meaningful properties of the system.
Figure 3F shows the frequency of alternation
between the n and 6 phases during 10-s inter-
vals between 0 and 100 s. As the projected area
of the NP slowly increased (black dots), the
converged T,/Ty ratio averaged 0.17/0.83 be-
tween 10 and 70 s.

Figure 3G shows a finer-resolution series at
~82.72 s (purple line), when the projected area
was 7.52 nm? and the 1/6 interconversions
ceased and stabilized as NP, (T,,/Ty = 1/0).
This change indicated that the interconver-
sion was quenched by a decrease in the surface
energy. Figure 3H summarizes the duration of
the ML (Fig. 3B, black bar) at 110 K, repre-
senting the time required for recrystallization:
the average time of 0.14 s and the maximum
time of 0.96 s. The final state of the 10 NPs that
we studied in detail showed a ratio of [NP,]/
[NPg] = 2/8 (fig. S7). This value agreed with the
T,/Te = 0.17/0.83 discussed above. This obser-
vation of “equivalence of time and ensemble
averages” evidenced the ergodicity of the n/6
interconversions.

Interconversions of n and 6 alumina at 298 K

Statistical analysis of the behavior of individ-
ual alumina NPs at 110 K showed that the
1/6 equilibrium follows the ergodic principle
of statistical mechanics. This indicates that
studying a single NP or several NPs over a
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sufficiently long time provides statistically
meaningful insights into the reaction mech-
anism. Therefore, we repeated the same set
of experiments at 298 K and determined the
kinetic and thermodynamic parameters of
the 1/6 equilibrium process.

Like the observations at 110 K, we saw re-
versible interconversions (Fig. 4A) between n
(such as at 5.06 s), 6 (such as at 27.72 s), and
ML (such as at 37.62 s) at 298 K. Data from
one of the 13 NPs examined are shown in
Fig. 4, A to E. Over a period of 60 s, the pro-
jected area of the NP grew from 2 to 16 nm?,
and interconversions between the n and 6
phases were observed over the 3- to 12.5-nm?
range. The shape of the NP gradually changed
with the /6 structural transition. Analyzing
changes between 33.84 and 33.88 s (Fig. 4B),
we found that the orientation of the crystals
shifted and the NP surface moved at a mini-
mum rate of ~0.01 nm/ms. This shape flex-
ibility was consistent with the melting and
crystal growth mechanism and lattice scram-
bling in Fig. 2E. [We note in passing that higher-
temperature (473 K) analysis was not possible
because Al(OH); was converted entirely to
alumina before analysis, and atomic resolution
imaging at a midtemperature (200 K) anal-
ysis was unfeasible because of instability of
the view field caused by evaporation of liquid
nitrogen (fig. S8).]

With EDR = 3.2 x 10°¢” nm 2 s at 80 kV, the
projected area increased from 2 to 16 nm?> (Fig. 4C,
black dots). The rate constant of the /6 inter-
converting was k = 7.27 5™, or one event every
138 ms on average, measured over the 3- to 6-nm?
range; this was 6.1 times more frequent than
at 110 K. We also observed a “convergence of
average” at 298 K, and the convergence time
constant of 1 = 1.6 s was 5.6 times shorter com-
pared with that at 110 K (Fig. 4D). The con-
verged T,/T, ratio was 0.20/0.80 (Fig. 4E),
which was slightly greater than that of 0.17/
0.83 at 110 K.

The interconversion rate £ was insensitive
to the EDR for a NP of the same size (5 nm?). As
shown in Fig. 5A, the ERD variation at 298 K
between 3.2 and 6.4 x 10° e nm™ s~ did not
affect the rate constant of the interconversion
tobek = 7.42 + 0.08 (SE) s, nor did the T,/(T;, +
Ty) ratio, where k& does change upon the tem-
perature variation of the sample stage. This
result indicated that the electron beam had
negligible effects on the rate of the n/6 tran-
sition in the alumina NPs on bulk AI(OH)s,
where the high surface energy of the NP and the
thermal energy from the stage drove the re-
action. This result is also consistent with the
observation that the rate-limiting step is the
entropy-controlled recrystallization instead of
the melting (Fig. 1E).

At 298 K, the increased thermal energy im-
parted to the particles allowed the intercon-
version between n and 6 to continue beyond the
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Fig. 3. Structural fluctuations of alumina NPs at 110 K. (A) Representative TEM images of an alumina
NP at 50 fps. EDR = 2.9 x 10® ™ nm™2 s™%. Scale bar, 1 nm. The gray top area is a vacuum, and the bottom is
the a-Al(OH)3 crystallite (fig. S5 and movie S2). (B) Time evolution of the structure of the NP during 10
to 20 s and its close-up versions. (C) Time-course analysis of the n/6 interconversion frequency (red) with

the size of the NP (black). (D) Statistical analysis of the critical size of alumina for structural freezing.

(E) Convergence of the n/6 ratio with extended averaging time. (F) Time-course analysis of the proportion

of m structure (blue) during 10-s intervals between 0 and 100 s. (G) Close-up plot of the structure of

the NP around 82.44 s. (H) Statistics of the lifetime of ML at 110 K.
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Fig. 4. Formation and structural g
fluctuation of alumina NPs

at 298 K. (A) Representative TEM
images of an alumina NP. At 50 fps,
EDR=32x10% nm2s7,

80 kV. Scale bar, 1 nm (fig. S8
and movie S3). (B) Shape changes
of the cluster during the inter-
conversion. (C) Time-course anal-
ysis of the n/8 interconversion
frequency (red) with the size of
the NP (black). (D) Convergence of
the n/6 ratio with extended aver-
aging time at the diameter of

~3 nm. (E) Time-course analysis
of the proportion of n structure
(blue) with the averaging period
of 5s.

projected area of 8 nm? However, as the NP size
increased, the interconversion frequency grad-
ually dropped (Fig. 4C), and the interconver-
sion completely stopped once the size reached
12.5 nm? This freezing size corresponded to
~150 Al,O5 units, ~1.5 times larger in volume
than the ~100 Al,O3 units at 110 K. Note that
the NP is seen here as a macromolecule made
of 150 Al,O3 units. As the size increased, the
T,/ Te ratio dropped to <1/9, eventually forming
NPs composed entirely of the 6 phase (Fig. 4A,
54.04 s). When the structures froze, all 13 NPs
we studied were in the 6 form (fig. S10), demon-
strating the equivalence of time and ensemble
averages at 298 K.

Discussion

In terms of crystal nucleation, the most impor-
tant finding of this study was the stochastic
appearance of the n and 6 structures preced-
ing the formation of a stable crystalline phase
in the NP experiments. These events were driven
by the surface and thermal energy, as evidenced
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by their insensitivity to EDR, much slower
kinetics compared with electron beam-driven
Al(OH); dehydration, and the kinetic param-
eters discussed below. We suspect that this
dominance of surface and thermal energy may
be common for the nanoscale TEM observa-
tions, because we recently observed a similar
occurrence in the nucleation of CsCl nano-
crystals (36). To investigate this further, we
conducted a quantitative statistical analysis of
the ergodic equilibria under the 110 and 298 K
conditions, studying single NPs for a period
longer than the convergence time (t). We esti-
mated the energetics of /6 interconversion in
NPs of ~20 nm? using the temperature depen-
dency of the T, /T ratio and the rate constant
(k) obtained statistically for single NPs at 110
and 298 K (37). The increase of the T,/T, ratio
from 0.17/0.83 at 110 K to 0.20/0.80 at 298 K
indicates that NP, is thermodynamically less
stable than NPy by AH = 0.29 kJ/mol. The
differences in entropy and free energy asso-
ciated with the n-to-6 interconversion were cal-

Tof(Ty+ Ta) = 0.20(3) 20
b ¥ N ST
’ N po
._..1-“-“:'*‘: g
'..-o' e ln.E 5 [77]
0O 10 20 30 40 650 €0
Time (s)

culated from the equilibrium constant (Fig. 5C;
for details, see figs. S11 and S12).

The 1/6 interconversion rate, which reflects
the energetics of the rate-limiting recrystalli-
zation step, increased from & = 119 s ' at 110 K
tok =7.27s"at 298 K, indicating an Arrhenius
frequency factor of 4 = 20.9 s and an acti-
vation energy (E,) of 2.62 kJ mol™ (Fig. 5B).
We calculated AH" = 0.14 kJ mol ™ using the
equation E, = AH" + RT, where RT = 2.48 kJ
mol ™" is the thermal energy at 298 K. From
AH* and the Eyring equation, we calculated an
entropy of activation, AS* = -230 J mol™ K7},
an extremely large entropy loss due to recrys-
tallization of the molten phase into 1 or 6 phase.
Using this dataset, we estimated the activation
free energy of the n/6 interconversion to be
AG' = 68.0 kJ mol %, which in turn reproduces
the observed rate constant k& at 298 K (fig. S11
and Egs. 1 to 6 in the supplementary mate-
rials). The recrystallization step suffered from
an entropy decrease, whereas the melting step
benefited from an entropy increase (compare
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Fig. 5. Kinetics and thermodynamic analysis. (A) Insensitivity of k and the T,/(T,, + To) ratio to EDR
at 298 K. (B) Arrhenius plot of the temperature dependence of k. (C) Energy diagram on statistical kinetics
of individual NPs of ~20 nm® in volume. The energetic parameters are shown per mole of NPs. (D) Navrotsky's
surface energy/stability diagram on alumina polymorphs (arbitrary scale). The crossing point reported
for y-alumina NPs corresponds to a volume of ~50 nm® (7). The crossing point determined in this study for

the n- and 6-alumina NPs is ~20 nm®.

with Fig. 2). Thus, the n-to-0 interconversion is
a rare example of reactions that are controlled
solely by the entropy barrier with virtually no
enthalpy barrier.

The extremely small activation enthalpy
(AH* = 0.14 kJ mol™) of the 1/6 equilibrium
through the ML state suggests that the ML state
and the n and 6 crystalline state of the alumina
NPs of ~20 nm? in volume have nearly the same
enthalpy (Fig. 5C). This conclusion aligns with
Navrotsky’s thermodynamic data showing that
the enthalpy difference becomes zero for amor-
phous alumina NPs and y-alumina NPs at a
volume of ~50 nm? (Fig. 5D) (I, 4). The discre-
pancy in the volume between 20 and 50 nm®
may have been caused by the presence of an
Al,05/Al(OH); interface in the present study.
In cases where E, approaches zero, the accu-
racy of the derived activation parameters may
become uncertain and reflect inherent limita-
tions of the Arrhenius model, which assumes
a clear exponential dependence of the rate
constant on temperature.

The SMART-EM study of the alumina NP
system provided a unique opportunity to per-
form a statistical mechanical analysis of the
chemical kinetics. The observed crystal melt-
ing and recrystallization using real-space TEM
imaging parallels our recent reciprocal space
study on crystal melting (20). Through this com-
parison, we found that the electron beam drives
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the bulk disordering studied under electron
diffraction (ED) conditions, whereas the nano-
scale phase transition discussed herein is
driven thermally because of the underlying
high surface energy (38). Therefore, the former
has a rate constant and Arrhenius frequency
factor (4) with units of (") nm?, whereas the
latter has units of s™%. This difference, along
with the temperature dependence of the re-
action rate, as described by the Arrhenius
equation, k£ = A exp(-E,/RT), makes compar-
ing the reaction rates between the two systems
complex. Furthermore, our recent statistical
mechanical kinetic studies of electron beam-
driven reactions have revealed temperature-
and voltage-dependent switching among multiple
mechanisms (15, 16). Our data underscore the
importance of careful Kinetic and thermody-
namic studies to accurately infer mechanisms
for the atomistic phenomena observed under
TEM and ED conditions.
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Structural basis of H3K36 trimethylation by SETD2
during chromatin transcription

Jonathan W. Markert, Jelly H. Sofferst, Lucas Farnung*

During transcription, RNA polymerase Il traverses through chromatin, and posttranslational modifications
including histone methylations mark regions of active transcription. Histone protein H3 lysine 36 trimethylation
(H3K36me3), which is established by the histone methyltransferase SET domain containing 2 (SETD2),
suppresses cryptic transcription, regulates splicing, and serves as a binding site for transcription elongation
factors. The mechanism by which the transcription machinery coordinates the deposition of H3K36me3 is
not well understood. Here we provide cryo-electron microscopy structures of mammalian RNA polymerase II-
DSIF-SPT6-PAF1c-TFIIS-IWS1-SETD2-nucleosome elongation complexes, revealing that the transcription
machinery regulates H3K36me3 deposition by SETD2 on downstream and upstream nucleosomes. SPT6 binds
the exposed H2A-H2B dimer during transcription, and the SPT6 death-like domain mediates an interaction
with SETD2 bound to a nucleosome upstream of RNA polymerase |I.

he regulation of transcription in eukar-
yotes occurs in the context of chromatin,
and the organization of chromatin plays
a critical role in determining genome ac-
cessibility to the transcription machinery.
A key mechanism of transcriptional regulation
is achieved through histone modifications (7, 2).
For example, trimethylation of histone H3 ly-
sine 36 (H3K36me3) is an essential histone
mark associated with actively transcribed genes
(3-6). It suppresses aberrant transcription ini-
tiation within gene bodies (7-9) and provides
a recruitment platform for factors involved in
chromatin maintenance, splicing, pre-mRNA
processing, and DNA repair (10-12). Mutations
of H3K36 have been linked to various cancers,
including chondroblastomas, colorectal cancers,
and head and neck squamous carcinomas (13).
H3K36me3 is primarily established by the
histone methyltransferase SET [Su(var)3-9,
Enhancer-of-zeste, and Trithorax] domain con-
taining 2 (SETD2) in humans (74). SETD2 con-
tains a catalytic SET domain that catalyzes the
methylation of lysine residues using S-adenosyl
methionine (SAM). Together with the SET do-
main, the N-terminally flanking associated-
with-SET (AWS) and C-terminal post-SET domains
are required for the catalytic activity and en-
gage with the nucleosomal substrate to deposit
H3K36me3 (15, 16). SETD2 also contains an
autoinhibitory domain (AID) (17) and a WW do-
main. During transcription elongation, SETD2 is
recruited to the transcription machinery through
an interaction of the SETD2 SRI (Set2 Rpbl
interaction) domain with the phosphorylated
C-terminal domain (CTD) of the largest RNA
polymerase II subunit, RPB1 (18-2I). Addition-
ally, SETD2 can interact with transcription
elongation factors SPT6 and IWS1 (22).
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How transcription and the deposition of
H3K36me3 are coupled and how transcrip-
tion elongation factors regulate this process
remain unclear. To address this gap in knowl-
edge, we investigated the relationship between
transcription and SETD2 methyltransferase
activity in a fully reconstituted system. Using a
combination of biochemical and structural ap-
proaches, we provide a mechanistic basis for
understanding how transcription and tran-
scription elongation factors facilitate deposi-
tion of H3K36me3 and how this modification
is restricted to actively transcribed regions.
Our study visualizes transcription through
chromatin and deposition of H3K36me3 on
downstream and upstream nucleosome sub-
strates, providing a basis for understanding the
interplay between transcription and histone
modifications.

Transcription stimulates H3K36me3
deposition by SETD2

To better understand the cotranscriptional
basis of H3K36me3 deposition by SETD2, we
established a biochemical assay that concur-
rently measures both RNA polymerase II elon-
gation and H3K36me3 deposition (Fig. 1A and
fig. S1). The RNA polymerase II-DSIF-SPT6-
PAF1c-IWS1-SETD2 complex (DSIF, DRB sen-
sitivity inducing factor; PAFlc, RNA polymerase
II-associated factor 1 complex) was positioned
on a nucleosomal substrate in the presence of
adenosine triphosphate (ATP) (23) (see meth-
ods in the supplementary materials). Upon
addition of SAM, TFIIS (transcription elonga-
tion factor II S), and the nucleoside triphos-
phates CTP, GTP, and UTP, RNA polymerase II
extended the RNA primer into the nucleoso-
mal substrate, and SAM allowed for the tri-
methylation of H3K36 by SETD2 (Fig. 1B).
Reactions lacking nucleotide triphosphates
(NTPs) did not extend the RNA (Fig. 1B). Re-
actions were stopped at different time points,
and H3K36me3 was detected by Western blot

analysis (Fig. 1B). When the transcription ma-
chinery did not extend into the nucleosome,
limited amounts of H3K36me3 were detected.
Similarly, no methylation was observed on a
nucleosomal substrate in the absence of the
transcription elongation complex (fig. S1C). In
contrast, increased H3K36me3 amounts were
present in the samples in which RNA polymer-
ase II transcribed its substrate, demonstrating
that transcription into the nucleosome facilitates
H3K36me3 deposition (Fig. 1B). Our results sug-
gest that transcriptional activity stimulates
SETD2, whereas SETD2 does not appear to
facilitate RNA polymerase II’s traversal of nu-
cleosomes (fig. S1, E to G, and data S1 and S2).

To clarify how SETD2 activity is stimulated
and whether downstream-positioned or upstream-
transferred nucleosomes can be methylated,
we used multiple nucleosomal DNA constructs
with stall sites 15 base pairs (bp —15) in front of
the nucleosome and 27 bp (bp +27) or 115 bp
(bp +115) within the nucleosome (methods;
Fig. 1, C to E). The bp -15 and bp +27 con-
structs represent downstream nucleosomes.
The bp +115 construct interrogates methylation
of an upstream nucleosome (24). The transcrip-
tion elongation complexes were positioned in
front of the nucleosome (25) (Fig. 1C). Upon
addition of TFIIS and CTP, GTP, and UTP,
RNA polymerase II extended the RNA primer
to the stall sites (bp -15, bp +27, or bp +115)
(Fig. 1, D and E). As before, reactions lacking
NTPs did not extend the RNA (Fig. 1D). Thirty
minutes after transcription, SAM was added
to the reactions to allow for H3K36me3 depo-
sition by SETD2. Limited amounts of H3K36me3
were detected when the transcription machinery
was positioned at bp —31 (no NTPs) or bp -15
(Fig. 1D), whereas increased H3K36me3 amounts
were observed in the preparation in which RNA
polymerase II had transcribed within a down-
stream nucleosome (bp +27) or a transferred
upstream nucleosome (bp +115, most signal
observed) (Fig. 1, D and E). Our results show
that transcription into a nucleosomal substrate
stimulates SETD2 activity and that SETD2 ac-
tivity depends on unwrapped DNA from the
histone octamer both on downstream and up-
stream nucleosomes. Our biochemical data
indicate that the upstream nucleosome is the
preferred target of SETD2 methyltransferase
activity. Next, we used single-particle cryo-
electron microscopy (cryo-EM) to elucidate the
structures of SETD2 bound to downstream and
upstream nucleosomal substrates.

Structure of the RNA polymerase II-DSIF-
SPT6-PAF1c-TFIIS-IWS1-SETD2-downstream
nucleosome transcription elongation complex
First, we prepared a chromatin transcription
elongation complex with SETD2 on a downstream
nucleosome for cryo-EM (Fig. 2 and figs. S1
and S2). We used the modified Widom 601 nu-
cleosome substrate that permits transcription
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Fig. 1. Biochemical reconstitution of H3K36me3 deposition by SETD2
during transcription. (A) Schematic of RNA extension-coupled histone mark
deposition assay in the presence of all NTPs. (B) Denaturing gel of RNA
products and Western blot analysis reveal that transcription stimulates
H3K36me3 deposition by SETD2. SETD2 concentration is 3.5 uM. nt,
nucleotide. (C) Schematic of RNA extension-coupled histone mark deposition
assay with pause sites (bp -31, bp =15, and bp +27). (D) Denaturing gel of

elongation up to position bp +27 (figs. S1 and
S2; methods) (25, 26). To stabilize binding of
SETD2, we incorporated the oncogenic H3K36M
variant into the nucleosomal substrate (15, 16).
We collected two datasets, encompassing a
total of 2,579,512 particles (fig. S3). Classifica-
tion of the acquired cryo-EM data resulted in
the structure of the RNA polymerase II-DSIF-
SPT6-PAF1c-TFIIS-IWSI-SETD2 complex bound
to a downstream nucleosome at an overall re-
solution of 2.9 A (Fig. 2, figs. S3 to S7, tables
S1 to S3, and movie S1). A composite map was
assembled from masked refinements of RNA
polymerase II, DSIF-SPT6-IWS1, PAF1c, TFIIS,
and the nucleosome with local resolutions
ranging from 2.9 to 12 A (figs. S3 to S6). Known
structures of the mammalian activated elonga-
tion complex including RNA polymerase II,
DSIF, SPT6, and PAF1c, together with TFIIS,
IWS1, and the nucleosome with bound SETD2,
were placed into the cryo-EM reconstruction
(23, 25, 27, 28) and adjusted locally (methods;
Fig. 2, A and B, and fig. S7).

In our structure, RNA polymerase II un-
wrapped ~55 bp of nucleosomal DNA from the
histone octamer (Fig. 2C), and the RNA poly-
merase II active site is in a posttranslocated
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the same as in fig. SI3F.

state at nucleosomal position bp +27 (fig. S7L).
The DNA unwrapping facilitated SETD2 bind-
ing (15, 16). SETD2 bound the transcribed nu-
cleosome at superhelical location (SHL) +1 (see
supplementary text in the supplementary mate-
rials). Additional density corresponding to IWS1
was located between SPT4, SPT5, and RPBI1 (Fig.
2A) as in yeast Spnl (24), and IWS1 appeared
to influence unwrapping of nucleosomal DNA
(supplementary text; fig. S8).

During cryo-EM data analysis, we observed
a density next to SPT6. By using signal sub-
traction and extensive classifications, we iden-
tified a secondary nucleosome bound by a
second SETD2 (methods; Fig. 2 and fig. S3).
This secondary nucleosome was anchored to
the transcription machinery by the second
copy of SETD2 and SPT6 (Fig. 2). Modeling
of B-DNA extending from the upstream DNA
toward the secondary nucleosome suggests
that this nucleosome could occupy the space
of an upstream nucleosome (fig. S1B) (24).

Interaction of SETD2 with the
downstream nucleosome

In our structure, SETD2 engaged the unwrapped
downstream nucleosome (Fig. 2C). The AWS

RNA products and Western blot analysis reveal that transcription stimulates
H3K36me3 deposition by SETD2 on a partially transcribed downstream
nucleosome. SETD2 concentration is 3.5 uM. (E) Denaturing gel of RNA
products and Western blot analysis reveal that transcription stimulates
H3K36me3 deposition by SETD2 on upstream-transferred nucleosome (bp +115).
SETD2 concentration is 700 nM. RNA extension gel and Western blot from (E) are

domain of SETD2 interacted with the H2A
C-terminal tail and contacted the aN helix of
histone H3 (fig. S9). The N-terminal tail of H3
projected into the SET domain to position
H3K36M in the SETD2 active site (Fig. 2C and
fig. S9) (15, 16). Comparison of the transcribed
nucleosome with a canonical nucleosome revealed
that SETD2 binding is only permissible when
DNA is unwrapped from the histone core (fig.
S9). Nucleosome unwrapping alone did not en-
able SETD2 binding. A stalled transcription
elongation complex at ~bp -5 showed un-
wrapped DNA but prevented SETD2-nucleosome
association owing to a steric clash with RNA
polymerase II (fig. S10). Thus, SETD2 binding
on downstream nucleosomes occurred only when
the elongation complex had moved past the
nucleosomal entry site, consistent with our
biochemical data.

Structure of the RNA polymerase 11-DSIF-
SPT6-PAF1c-TFIIS-IWS1-SETD2-upstream
nucleosome transcription elongation complex

To determine SETD2 association with an
upstream-positioned nucleosome, we gener-
ated substrates that positioned the elongation
complex upstream of a nucleosome either by
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Fig. 2. Structure of RNA polymerase II-DSIF-SPT6-PAF1c-TFIIS-IWS1-SETD2-
downstream nucleosome transcription elongation complex. (A and B) Two
views of the SETD2-containing downstream nucleosome transcription elongation
complex with a secondary nucleosome. Coulomb potential map is shown for

map T. Secondary nucleosome is superposed on the basis of map N. Same color code
is used throughout the figure. RTF1 and additional cryo-EM density binding the
exposed H2A-H2B dimer are only visible at higher contour levels and are not shown.
Domain architecture of SETD2 and IWS1. Modeled regions are indicated as solid black
lines. (C) Interaction of SETD2 with the partially unwrapped downstream nucleosome.
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Fig. 3. Structure of RNA polymerase 11-DSIF-SPT6-PAF1c-TFIIS-
IWS1-SETD2-upstream nucleosome transcription elongation complex.
(A and B) Two views of the SETD2-containing upstream nucleosome
transcription elongation complex. Coulomb potential map is shown for
map 9. (C) Interaction of SETD2 with the partially unwrapped upstream
nucleosome.

transcription to nucleosomal bp +115 (24) or by a
transcription bubble placed 20 or 30 bp from
the upstream nucleosome. We assembled the
complexes, cross-linked the samples, and sub-
jected them to single-particle cryo-EM (fig. S2).
We analyzed all data, and we obtained highly
similar structures. We obtained the highest
resolution reconstruction for the transcription
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elongation complex with a 30 bp upstream-
positioned nucleosome and will discuss this
structure in detail (fig. S11). We note that all
upstream structures share these features, and
we observed density for all transcription elon-
gation factors (Fig. 3; figs. S7, S11, and S12;
tables S4 to S6; and movie S2). For the 30 bp-
upstream structure, 30 bp of DNA emerged

from the upstream side of the RNA polymer-
ase II cleft and connected to the nucleosome
(Fig. 3, A and B). The nucleosome showed
partial unwrapping of DNA, with SHL +4 to
SHL +7 detached (Fig. 3C). SETD2 bound the
partially unwrapped nucleosome, and SETD2
bound SPT6 by inserting a short conserved
peptide motif (SETD2 residues 2019 to 2039)
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Fig. 4. Interactions of SETD2 with the upstream nucleosome and SPT6.

(A) Interaction interface between the SPT6 DLD (light blue), the SETD2

SPT6 interacting region (pink), the SETD2 ACH (lilac), the SETD2 AID (purple),
and the SETD2 SET and AWS domains (rebecca purple). (B) Size exclusion
chromatography and SDS-polyacrylamide gel electrophoresis (SDS-PAGE)
analysis confirms that the SPT6 DLD forms an interaction interface with SETD2.
SETD2 residues 2019 to 2039 interact with SPT6. Gels and chromatogram

are the same as from fig. S13C. (C and D) Quantification of RNA extension-coupled
histone mark deposition assay shows that SPT6 and the SETD2 SRI domains play
important roles for SETD2 activity on upstream nucleosomes. SETD2 concen-

into a crevice formed by the SPT6 death-like
domain (DLD; SPT6 residues 1056 to 1133)
(fig. S70), clarifying the genetic association of
SETD2 with SPT6 (29, 30). Directly preceding
this peptide motif in SETD2 is a helix, which
we call the AID complementary helix (ACH).
The ACH bound the SETD2 AID (Fig. 3C).
Tethered by the ACH, the AID itself was sand-
wiched between the nucleosome-bound SET
domain and SPT6, allowing for engagement of
the AWS and SET domains with the nucleo-
somal substrate (Fig. 3 and fig. S13). Notably,
the AID was positioned differently in AlphaFold
predictions of SETD2 alone, where it likely
blocked nucleosomal binding (fig. S13, G to J).
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This suggests that the AID underwent a con-
formational switch upon binding to the nu-
cleosome and SPT6, allowing the SET domain
to engage with nucleosomal features such as
the H2A binding surface.

The observed SETD2 configuration, includ-
ing the SETD2-SPT6 and ACH-AID interactions,
was robust across the different upstream nu-
cleosome distances. The substrate with a nu-
cleosome located 20 bp upstream from the
active site showed similar densities to the
30-bp construct (figs. S2, S7, S14, and S15 and
tables S7 to S9). Similar densities were also
observed for the actively transcribed +115 sub-
strate (fig. S9), although at lower resolution.

Time In Minutes

tration is 3.5 uM. Urea gel and Western blot are shown in fig. S20A (C).
Quantification of wild-type (with SPT6 and with SETD2 SRI) is the same as in
figs. S8E and S20F (C). Urea gel and Western blot are shown in fig. S20B

(D). Quantification of wild type (with SPT6 and with SETD2 SRI) is the same as
in figs. S8F and S20G (D). RFU, relative fluorescence units; n.s., not significant.
(E) Time course of RNA extension—coupled histone mark deposition assay on
the bp +115 upstream nucleosome construct with SPT6 ADLD and SETD2

ASRI establishes the importance of SPT6 and the SETD2 SRI domain for
H3K36me3 deposition. Urea gel and Western blot are shown in fig. S20C (E).
SETD2 concentration is 1.4 uM. Error bars represent standard error.

Like the 20 and 30 bp upstream-positioned
constructs, the bp +115 substrate showed den-
sities for SETD2 on the transferred and par-
tially unwrapped nucleosome (figs. S16 to S19).

From the actively transcribed bp +115 sub-
strate, we obtained an additional structure. This
structure represents a nucleosome reassembly
intermediate, where the heterodimeric pro-
tein complex FACT binds a partially reassem-
bled hexasomal intermediate on the upstream
side. FACT stabilized the hexasomal inter-
mediate and was additionally tethered to the
elongation complex by an interaction with RTF1
(residues 267 to 302, interaction with SPT16
middle domain). SETD2 was only engaged to
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Fig. 5. Different nucleosome compositions and SPT6

N-terminal interaction with exposed H2A-H2B

dimer. (A) Three different downstream nucleosomal populations were observed in the cryo-EM data
with an intact histone octamer (SETD2 bound), an intact histone octamer (no SETD2 bound), and

a hexasome (no SETD2 bound). For the upstream nucleosome, SETD2 binds the partially rewrapped
histone octamer. (B) Unassigned density (magenta) is observed flanking the exposed H2A-H2B dimer on
both partially unwrapped or partially rewrapped downstream and upstream nucleosomes, respectively.
AlphaFold-Multimer predictions suggest binding of the SPT6 N terminus. (C) MBP-SPT6 residues
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the SPT6 DLD and not to the partially assem-
bled upstream-transferred hexasome (sup-
plementary text; figs. S16 to S19 and tables S10
to S12). Together, our structural data indicated
that SETD2 can engage unwrapped down-
stream and upstream nucleosomes. During the
transfer process, there appears to be a period
when SETD2 was excluded from engaging the
nucleosome by FACT but remained associated
with the elongation complex through the SPT6
DLD. Upon further transcription and progres-
sion of nucleosome transfer, SETD2 could engage
with the upstream nucleosome.

The SETD2 SRI domain and SPT6 DLD are
important for H3K36me3 deposition

To further validate whether the SPT6 DLD is
required for the binding of SETD2 (Fig. 4A),
we purified an SPT6 mutant lacking the DLD
(SPT6 ADLD; methods; fig. S1). We then per-
formed size exclusion chromatography experi-
ments with SPT6, SPT6 ADLD, SETD2, and
SETD2 lacking the DLD-interacting region
(SETD2 A2019-2039) to monitor SETD2 bind-
ing to SPT6. As expected, wild-type SPT6 and
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SETD2 bind each other, whereas SPT6 ADLD
or SETD2 A2019-2039 prevent binding of SETD2
to SPT6 (Fig. 4B and fig. S13).

SETD2 is also recruited to actively transcrib-
ing RNA polymerase II through an interac-
tion between its SRI domain and the RPB1
CTD (18-21). We therefore sought to verify the
significance of the SRI domain and SPT6 in
H3K36me3 deposition on downstream and
upstream nucleosomes using our coupled
transcription-histone mark deposition assay
(Fig. 4, C and D). Compared with wild-type
H3K36me3 deposition, the absence of either
SPT6 or deletion of the SRI domain did not
affect trimethylation of downstream nucleo-
somes. However, the combination of the ab-
sence of SPT6 and the ASRI mutant resulted
in a slight reduction in trimethylation on the
downstream nucleosome (Fig. 4C). For up-
stream nucleosomal substrates, the absence
of SPT6 reduced H3K36me3 levels by half,
whereas removal of the SRI domain alone did
not affect H3K36me3 levels (Fig. 4D). The
simultaneous removal of SPT6 and the SRI
domain, however, led to a further reduction in

H3K36me3 on the upstream substrate (Fig. 4D).
To confirm that SPT6 influences upstream
activity through its DLD interaction with SETD2,
we monitored H3K36me3 deposition after re-
moving the SPT6 DLD (Fig. 4E). This removal
resulted in a loss of H3K36me3, with the great-
est reduction observed when both the SPT6
DLD and the SETD2 SRI domain were removed
(Fig. 4E). None of these mutations affected tran-
scription by RNA polymerase II (fig. S20).

Because the SPT6 DLD domain bound SETD2
in a region that was directly adjacent to the
SETD2 ACH, we decided to test whether the
ACH was required for SETD2-dependent meth-
ylation. Indeed, deletion of the ACH led to a
reduction in H3K36me3 deposition, with an
additional removal of the SPT6 DLD domain
resulting in only a slight additional decrease
(fig. S13). Hence, SPT6 binding allowed the
ACH to position SETD2 for H3K36me3 depo-
sition on the upstream nucleosome (fig. S13, D,
E, and G to J).

SPT6 stabilizes the exposed H2A-H2B dimer

Further classification of our downstream nu-
cleosome cryo-EM data revealed two addi-
tional nucleosomal populations (Fig. 5A and
fig. S4). The first population showed an intact
histone octamer core that was not bound by
SETD2, whereas the second additional popu-
lation was identified as a hexasome missing
the proximal H2A-H2B dimer and was also not
associated with SETD2 (Fig. 5A and fig. S7, P to
R). These observations suggest a dependence
of SETD2 binding and H3K36me3 deposition
on an intact H2A-H2B dimer on the SETD2-
facing nucleosomal side (15, 31, 32).
Unwrapping of DNA during transcription
or incomplete rewrapping during nucleosome
transfer exposes the proximal or distal H2A-H2B
dimers, respectively, and can lead to their loss
(28). We observed additional cryo-EM den-
sity next to the exposed H2A-H2B dimer in the
downstream- and upstream-positioned nucleo-
somes. The additional density covered the H2A-
H2B DNA interaction surface and extended
toward SETD2 (Fig. 5B and movie S3). The den-
sity was similar to that seen in FACT-nucleosome
structures (33) (fig. S20, D and E). FACT, how-
ever, was not present in these particular recon-
stitutions. We used AlphaFold2 (34) to screen
for binding partners of the H2A-H2B dimer. We
found that the SPT6 N terminus (residues 21 to
80) is predicted to bind to the H2A-H2B dimer.
The identified SPT6 N terminus accommodated
the observed density in our reconstructions
(Fig. 5B), consistent with observations that SPT6
is a histone chaperone (35, 36). Accordingly, we
did not observe any density for the SPT6 N
terminus in our hexasome reconstruction. To
validate binding of the SPT6 N terminus to the
exposed dimer, we purified a maltose-binding
protein (MBP)-tagged SPT6 construct contain-
ing SPT6 residues 21 to 80. We then performed
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an amylose bead pulldown with the SPT6 con-
struct and Alexa Fluor 488 fluorescently labeled
H2A-H2B dimer (Fig. 5C). Indeed, the SPT6
construct interacted with the H2A-H2B dimer
(Fig. 5C). Deletion of the identified SPT6 H2A-
H2B interacting region did not have any effect
on cotranscriptional H3K36me3 deposition
(fig. S20, F and G).

Discussion

Here, we reveal that deposition of H3K36me3
is facilitated by transcriptional regulation of
SETD2 binding to its nucleosomal substrate
(fig. S21). Initially, SETD2 copies are recruited
to the transcription machinery by the RPB1
CTD (18-21). Transcription into the nucleoso-
mal substrate leads to DNA unwrapping and
generates a nucleosomal substrate that is ame-
nable to SETD2 binding in a window of ~50 bp.
Transfer of the nucleosome to an upstream
position then again generates a substrate am-
enable for SETD2 binding. SETD2 binding of
the upstream nucleosome is directed by an
interaction between the SPT6 DLD and SETD2
that is important for relief of SETD2 autoin-
hibition and H3K36me3 deposition, sug-
gesting that the upstream nucleosome is the
preferred target for H3K36me3 deposition.
It remains possible that SETD2 could sym-
metrically modify both H3 tails on the up-
stream nucleosome.

Our structures showed that SETD2 only in-
teracts with downstream nucleosomes that
have a complete histone octamer (Fig. 5A). In
contrast, we did not observe SETD2 binding to
transcriptionally generated hexasomes or FACT-
bound nucleosome transfer intermediates. This
finding suggests that H3K36me3 may encode
information regarding the histone content of
transcribed nucleosomes at the time of meth-
ylation (15, 31, 32). Nucleosomes with a complete
histone octamer undergo H3K36 trimethyla-
tion by SETD2, thereby facilitating the recruit-
ment of various transcription elongation factors
(87), chromatin remodelers (38), and other
transcriptional regulators (39). When RNA poly-
merase II cotranscriptionally disrupts the nu-
cleosomal structure during nucleosome transfer,
and SETD2 is only associated with the tran-
scription machinery through SPT6, H3K36me3 is
only deposited after FACT dissociation on the
upstream side.

Transcription through nucleosomes creates
distinctive noncanonical nucleosomal config-
urations that are specifically recognized by
various factors. Examples include the binding
of factors such as the histone chaperone FACT
(24, 33, 40) and Spt5 (40) or the activation of
chromatin remodelers such as Chdl (40) to
facilitate transcription through chromatin. Our
results show that this mechanism extends to
histone-modifying enzymes such as SETD2.
We additionally provide evidence that SPT6
binds nucleosomes (41) and may act as a H2A-
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H2B histone chaperone (35, 36). We also resolve a
nucleosome transfer intermediate where FACT
and RTF1 cooperatively stabilize an upstream-
positioned hexasomal structure. Together, RNA
polymerase II transcription generates nucleo-
somal environments that tightly regulate and
coordinate the activity of associated factors.
Our work provides a framework to understand
the action of histone-modifying enzymes during
transcription.
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INFLUENZA

Pre-exposure antibody prophylaxis protects
macaques from severe influenza

Masaru Kanekiyo'*, Rebecca A. Gillespie', Kristine Cooper?, Vanessa Guerra Canedo’,

Priscila M. S. Castanha®, Amarendra Pegu'f, Eun Sung Yang?, Luke Treaster®, Gabin Yun?,

Megan Wallace®S, Gwenddolen Kettenburg®{, Connor Williams®, Jeneveve Lundy®, Stacey Barrick®,
Katherine O'Malley®, Morgan Midgett®, Michelle M. Marti®, Hasitha Chavva®, Jacqueline Corry®#,
Benjamin R. Treat®**, Abby Lipinski®11, Lucia Ortiz Batsche®+, Adrian Creanga’, Isabella Ritter’,
Reagan Walker’, Emily Olsen®5§§, Amanda Laughlin>qq, Daniel R. Perez®, John R. Mascola'##,

Eli A. Boritz!, Yueh-Ming Loo®***, Wade Blair®***, Mark Esser®, Barney S. Graham't1t,

Douglas S. Reed>°1*, Simon M. Barratt-Boyes®°+*

Influenza virus pandemics and seasonal epidemics have claimed countless lives. Recurrent zoonotic
spillovers of influenza viruses with pandemic potential underscore the need for effective
countermeasures. In this study, we show that pre-exposure prophylaxis with broadly neutralizing
antibody (bnAb) MEDI8852 is highly effective in protecting cynomolgus macaques from severe disease
caused by aerosolized highly pathogenic avian influenza H5N1 virus infection. Protection was antibody
dose-dependent yet independent of Fc-mediated effector functions at the dose tested. Macaques
receiving MEDI8852 at 10 milligrams per kilogram or higher had negligible impairment of respiratory
function after infection, whereas control animals were not protected from severe disease and fatality.
Given the breadth of MEDI8852 and other bnAbs, we anticipate that protection from unforeseen

pandemic influenza A viruses is achievable.

ntibodies are a critical component of
protective immunity against infectious
diseases and have been utilized as pro-
phylactic and therapeutic countermea-
sures for more than a century, including
against the 1918 influenza pandemic (7, 2).
Prophylactic monoclonal antibody (mAb) treat-
ment against respiratory virus infection is ef-
fective at preventing lower respiratory disease
caused by respiratory syncytial virus (RSV)
and has saved countless lives since palivizu-
mab, an anti-RSV mAb, was first approved in
1998 (3). The initial success of mAbs in treat-
ing COVID-19 patients was undermined by
the emergence of virus variants that allowed
viral escape (4, 5). This highlights the need
for mAbs that target less mutable sites on
the virus.
In past decades, the discovery of broadly
neutralizing antibodies (bnAbs) against in-

fluenza virus has resulted in several promising
candidates in human clinical trials for assess-
ing protective efficacy in both prophylactic and
therapeutic settings (6). Most bnAbs target the
conserved supersite on the stem of the viral
hemagglutinin (HA), featuring the hydrophobic
groove encompassing the tryptophan at po-
sition 21 on the HA2 (Trp2ly4») (7, 8). Although
these bnAbs have shown protective efficacy in
preclinical studies and safety and tolerability
in humans, efficacy in humans against seasonal
influenza appears underwhelming (9, 10) and
remains incomplete (9, 11, 12).

We asked whether pre-exposure prophylaxis
by a single infusion of one of the best-in-class
bnAbs, MEDI8852 (13), would confer protec-
tion against severe lower respiratory tract in-
fluenza disease caused by a highly pathogenic
avian influenza (HPAI) H5N1 virus infection
in a cynomolgus macaque model (14, 15). We

also conducted a dose de-escalation study to de-
termine the protective threshold for MEDI8852
and investigated whether Fc-mediated functions
play a role in protection. Lastly, we performed
high-throughput, single-genome sequencing
of the virus in bronchoalveolar lavage (BAL)
fluid to assess the potential for MEDI8852 to
select for escape mutations. Our study lays the
groundwork to evaluate promising bnAbs in a
model relevant to humans and provides prag-
matic insights into the use of MEDI8852 and
potentially other bnAbs as a pre-exposure pro-
phylaxis to confer protection from severe disease
and death in the event of a zoonotic influenza
pandemic.

Pharmacokinetics and protective efficacy
of MEDI8852

To establish a pharmacokinetic profile, we ad-
ministered MEDI8852 [human immunoglo-
bulin G1 (IgG1)] intravenously at a concentration
of 30 mg kg body weight to three healthy
adult cynomolgus macaques. The peak concen-
tration (Cp,,) of MEDI8852 in sera reached
1000 pg ml~* immediately after infusion, drop-
ping to an average of 448 ug ml™" at 3 days
post infusion (DPI) with a subsequent slow
linear decay, resulting in an estimated serum
halfife (77,,) of 18.9 days (Fig. 1A). These values
were similar to that of a human phase 1 study
(dose range 250 to 3000 mg; C,ax = 85 to 1110 ug
ml ™ and 7y, = 194 to 22.6 days) (16). Sera from
animals receiving MEDI8852 were highly ef-
fective at neutralizing A/Vietnam/1203/2004
(H5N1) influenza virus in vitro, with an aver-
age 50% inhibitory dilution (IDs,) at 3 DPI of
~1:50,000 (Fig. 1A). At 3 DPI, the ratio of
MEDI8852 and total macaque IgG in nasal
swabs and BAL reached or exceeded that in
serum in all animals (Fig. 1B). On the basis of
these findings, we treated cynomolgus ma-
caques with MEDI8852 (n = 6) or an irrelevant
HIV-1-specific mAb, VRCO1 (17, 18) (n = 6),
at 30 mg kg™! by intravenous injection and
challenged them at 3 DPI with small-particle
aerosols of HPAI A/Vietnam/1203/2004: (H5N1)
virus, which produces fulminant pneumonia
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progressing to acute respiratory distress syn- | from 10* to 10>%° plaque-forming unit (PFU), | Three of the control mAb-treated macaques
drome (ARDS) within days of exposure in | with the mean virus inoculum dose for each | were euthanized as a result of ARDS at
untreated macaques (14) (Fig. 1C). The con- | group approximating the 50% lethal dose of | 3 days post challenge (DPC) (macaque 97-20),
centration of inhaled aerosolized virus ranged | virus in this model of 10>2 PFU (15) (Fig. 1D). | 4 DPC (90-20), and 7 DPC (95-20) (animals

A 4 MEDI8852 concentration B = 3~ Day3 C mAb  HBN1
3 e
& ool B Control (VRCO1) MEDI8852 Days: -3 23 4 7 1 15
g2 .. -‘.. 2 a 97-20 92-20 Pleth: ® o o ° ° °
s & s |88 0 =
L 8 g (¢ é 90-20 A 100-20 X-ray: @ e o ° ° °
bl 95-20 O 96-20 BAL: ® o o ° ° °
29 . £ 99-20 v 9820 S0 o . o o o o
£ é 93-20 ¢ 9120 PO, e o o
_ 89-20 © 94-20 lecropsy:
<-1 1 I I I 1 | 2 0 ARDSJJ L “ARDS
0 2 4 6 8 10 12 RN ARDS— “Elect
Weeks post administration o SiY
H5N1 neutralization
5 utralizat D . innocuum E 00 « F 5 4 Control MEDI8852
MEDI8852 e
4 80 o 3
3 6 — =
co;, 3 Dg % § S 2
ke) > =60 S
Z3r £5rg- vV g °
8 z | 2 g
a E s & & (% 40 Control g
2+ o)
20 aQ
<16 £
Il Il Il Il Il ] 3F & , ) )
0 2 4 6 8 10 12 S S E— ob—r—Lr—1r 1 J
Weeks post administration Control MEDI 3 609 12 15 102 0 2 4 6 8 10
8852 Days post challenge ———— Days post challenge
G H P < 0.001 Frequency Inspiratory time Expiratory time Oxygen saturation
4r- P=0.043 150 P = 0.001 80 P <0.001 80P <0.001 100 [
. Control P <0.001 P=0.005 .
83'%A 100 40 . % ,g@ E’%
S ov 0 o & ®
8 2f 50 A B 8 . 80
© o B -
§ 1p ol g o b § —or & g
= < A 70 O
2 -80 - -
c
0 % _50 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Control MEDI a2 -3 02 4 7 " 15 -3 02 4 7 1" 1" 15 9 -3 024 7 1"
8852 2 Days post challenge = Days post challenge
£ o
S . . . . a .
= Frequenc Inspiratory time Expiratory time Oxygen saturation
25+ P-0000 150 auency 80 plratory A 80F piratory P00 Y9 A
o A 2 MEDI8852 v
= 2r 2 100 40 401 A a \ g
9 & v 90 |
§15re- A 0 (@R == B - g % oo &
5 50 @ o i 8
o 11 [£] 80
> Eg ___________ - ‘8 —40f —40t )
g05 0 4 g ) 701
z A\ A v -80 -801
0 _50 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Control MEDI -3 02 4 7 1 15 -3 02 4 7 11 15 -3 0 2 4 7 1 15 -3 024 7 11
8852 Days post challenge Days post challenge
I Frequency Inspiratory time Expiratory time
150 P=0002 P=0030 80 P=0009 P=0004 80 P=0.002 Control
2 A %0 v %0 MEDI8852
§ 100 -69 v
3 0 0 B
e sop[A £ o Y 3
2 &
£ & é —40f & —a0f (6}
e A A
K v v -8 -80
S -50 1 1 1 1 1 1
Day 2 Day 4 Day 2 Day 4 Day 2 Day 4
Fig. 1. Physiologic response to H5N1 infection after MEDI8852 prophylaxis. censored are indicated as cross marks. (F) Temperature change from baseline in

(A) Concentration of MEDI8852 mAb in the serum of three macaques at different control and MEDI8852-treated animals. (G) Maximum and average temperature
points after administration and the concentration of the serum needed to neutralize  change in control and MEDI8852-treated animals. Horizontal bars indicate the group

50% of the H5NL infectivity (ICsp) at a given time point after administration. geometric mean. (H) Percent change in breath frequency, inspiratory time and
Horizontal dotted lines indicate the lower limit of detection. (B) Amount of expiratory time from baseline, and blood oxygen saturation in control and MEDI8852
MEDI8852 per unit of IgG in the serum, nose, and BAL 3 days after administration.  animals. Within-group analyses were performed using paired t test. Horizontal dotted
Horizontal bars indicate the group mean. (C) Schematic of study. Animals were lines indicate the pre-challenge baseline (no change). (I) Percent change in breath
electively sacrificed at 15 DPC unless noted. (D) Inoculum given to control and frequency, inspiratory time, and expiratory time in control and MEDI8852-treated animals
MEDI8852-treated animals in logig PFU. Closed symbols indicate animals that at 2 and 4 DPC. Between-treatment group analyses were performed using Mann-
survived; open symbols indicate animals that succumbed to ARDS. Macaque 98-20, ~ Whitney test, and within-group analyses were performed using paired t test. Horizontal
receiving MEDI8852, was electively sacrificed at a similar time point as controls dotted lines indicate the pre-challenge baseline (no change), and horizontal bars indicate

with ARDS (4 DPC). Horizontal bars indicate the group geometric mean. (E) Kaplan-Meier  the group median. Animal experiments were performed once, whereas virus
survival curves for animals in the MEDI8852 and control groups. Animals that were  quantification was performed at least twice with similar results.
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who did not survive are indicated by open
symbols in all figures). One MEDI8852-treated
macaque (98-20) was electively sacrificed at 4
DPC to serve as a temporal control and cen-
sored in survival analysis. All other macaques
were electively sacrificed at 15 DPC (Fig. 1, C
and E). Body temperature as measured by
radiotelemetry increased in all macaques after
infection but had significantly greater dura-
tion and maximum and average temperature
changes in control macaques (Fig. 1, F and G).
Respiratory function as measured by plethys-
mography was significantly altered in control
macaques, with breath frequency increasing
by an average of 101% and inspiratory and ex-
piratory times decreasing by 51 and 40%, re-
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b

spectively, by 2 DPC, reflecting severe lower
respiratory tract disease (Fig. 1, H and I). These
changes in respiratory parameters were sim-
ilar in control macaques with and without
progression to ARDS, although in macaques
with ARDS the saturation of oxygen in blood
dropped to <75%, warranting euthanasia. By
contrast, MEDI8852-treated macaques main-
tained largely normal respiratory function over
time with minimal average changes in breath
frequency (~10%), inspiratory time (~-13%),
and expiratory time (~-3%) at both 2 and 4 DPC
(Fig. 1H and 1I). Collectively, these results
establish that the pre-exposure prophylaxis
of MEDI8852 confers protection from severe
febrile and respiratory illnesses, ARDS, and
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Fig. 2. Radiographic and pathologic response to H5N1 infection after MEDI8852 prophylaxis. (A) Chest
radiographs, gross lung pathology, and hematoxylin and eosin micrographs of select control and MEDI8852
animals sacrificed at 4 or 15 DPC. (B) Radiographic scoring of x-rays from all control and MEDI8852-treated
animals over time and at 2 and 4 DPC. Horizontal dotted lines indicate the lower limit of detection. (C) Lung gross
weight at necropsy at between 3 and 7 DPC (left) and at 15 DPC (right) of control and MEDI8852-treated
animals. Horizontal bars indicate the group median. Closed symbols indicate animals that survived; open
symbols indicate animals that succumbed to ARDS. Between-treatment group analyses were performed using
Mann Whitney test, and within-group analyses were performed using paired t test. Radiographs were

independently evaluated blindly by two radiologists.
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fatality upon aerosolized H5N1 virus infec-
tion in a macaque model.

Characterization of MEDI8852-mediated
protection in lungs

Severe influenza virus infection often leads to
lower respiratory tract disease and viral pneu-
monia, especially in younger children, preg-
nant women, the elderly, and individuals with
comorbidities (79). Control macaques all had
diffuse radiographic changes, ranging from
interstitial opacities alone to a predominance
of alveolar opacities (Fig. 2A). Control ma-
caques that progressed to ARDS had the most
significant changes, with maximum radiograph
scores of 9 to 16 (20) (Fig. 2B). Notably, ma-
caque 97-20 had marked cardiomediastinal
deviation to the right due to left lung con-
solidation at 3 DPC, and 95-20 had pneumo-
thorax at 4 and 7 DPC (fig. S1). By contrast,
MEDI8852-treated macaques had minimal
although measurable radiographic changes
upon infection, with two of six macaques reach-
ing a maximum radiograph score of 5 (Fig. 2,
A and B). When compared with the control
macaques, radiograph scores in MEDI8852-
treated macaques were significantly lower at
4 DPC (P = 0.007, Fig. 2B). At the necropsy,
lungs from control macaques euthanized due
to ARDS between 3 and 7 DPC were grossly
enlarged, edematous, and hemorrhagic, with
widespread intra-alveolar edema, septal thick-
ening, and cellular infiltrates evident histolog-
ically, unlike the lungs from MEDI8852-treated
macaques electively sacrificed at day 4 (Fig. 2,
A and C). The lungs from the remaining con-
trol macaques sacrificed at 15 DPC were smaller,
with limited intra-alveolar edema, septal thick-
ening, and leukocyte infiltration. The lungs
from MEDI8852-treated macaques electively
euthanized at 15 DPC were significantly smaller
than that of controls (P = 0.036, Fig. 2C) and
had limited swelling and edema both grossly
and histologically (Fig. 2A), demonstrating
that MEDI8852 prophylaxis protects from
viral pneumonia and lung damage induced
by H5N1 infection.

Cellular, cytokine, and virologic responses
in BAL

To evaluate cellular and inflammatory changes
after H5N1 infection, we did serial BAL collec-
tions on all macaques. Before infection, the pre-
dominant cell type in BAL were CD163"CD206*
alveolar macrophages, with an average of 38
and 44% in control and MEDI8852-treated
macaques, respectively (Fig. 3, A and B). In all
control macaques, the percentage of alveolar
macrophages dropped precipitously by an av-
erage of 73% by 2 DPC, concurrent with infiltra-
tion of CD163"CD206~ interstitial macrophages.
The proportion of CD163" MHC-II CD11b"* neu-
trophils in BAL also increased from <1% to an
average of 9.3% in control macaques by 2 DPC,
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Fig. 3. Cellular and virologic response in BAL and lung to H5N1 infection
after MEDI8852 prophylaxis. (A) Flow cytometry dot plots of BAL cells stained
with antibodies to CD163, CD206, CD11b, and MHC-II at days -7, 2, and 4 from

a control and a MEDI8852-treated animal to identify alveolar macrophages (AM),
interstitial macrophages (IM), and neutrophils (Neut). (B) Percent of alveolar
and interstitial macrophages and neutrophils in BAL from control and MEDI8852-
treated animals over time. Closed symbols indicate animals that survived; open
symbols indicate animals that succumbed to ARDS. Horizontal dotted lines
indicate the lower limit of detection. (C) Percent of interstitial macrophages and
neutrophils in BAL at 2 and 4 DPC. Horizontal bars indicate the group median.
(D) (Left) Flow cytometry dot plots of lung-cell suspensions from a control

and a MEDI8852-treated animal sacrificed at 4 DPC stained with antibody to

cytokeratin to identify alveolar epithelial cells (AEC). (Right) Percent of lung cells
that are AECs from lungs of all animals at sacrifice. Horizontal bars indicate
the group median. (E and F) Titers of live virus (E) and viral RNA (F) in

BAL supernatant of control and MEDI8852-treated animals over time. Horizontal
dotted lines indicate the lower limit of detection. (G) Comparison of virus
quantities in BAL supernatant of control and MEDI8852-treated animals
measured by plaque assay (left) and digital polymerase chain reaction (dPCR)
(right) at 2 and 4 DPC. Horizontal dotted lines indicate the lower limit of
detection, and horizontal bars indicate the group median. Between-treatment
group analyses were performed using Mann-Whitney test. Flow cytometry
experiments were performed once, whereas viral quantification was performed at
least twice with similar results. dPCR was performed once.

reflecting neutrophil recruitment to lungs. These
changes in cell subsets were noted in all con-
trol macaques and were generally the greatest
in macaques progressing to ARDS (Fig. 3, A
and B). By contrast, the percentage of alveolar
macrophages in MEDI8852-treated macaques
was variable, ranging from 14 to 53% at 2 DPC,
as was the proportion of interstitial macrophages.
The percentage of neutrophils in MEDI8852-
treated macaques was generally low, with an
average of 2% of at 2 DPC (Fig. 3, A and B).
Differences in frequencies of interstitial mac-
rophages and neutrophils between control and

SCIENCE science.org

MEDI8852-treated groups were significant
(Fig. 3, B and C). At the level of lung tissue at
necropsy, cytokeratin® alveolar epithelial cells
were significantly lost in control macaques
compared with MEDI8852-treated macaques
(14.5 versus 21.7%, P = 0.020, Fig. 3D). Between the
DPC-matched control and MEDI8852-treated
macaques (90-20 and 98-20, respectively), the
difference was even more drastic (6.3 versus
32.1%). In line with the observed cellular changes,
several inflammatory cytokines and chemokines
were significantly elevated in BAL fluid in con-
trol macaques, with levels of CXCLI11, CXCLS,

CCLI1, and CCIL4 increasing from sixfold (CCL4)
to 175-fold (CXCL11) at 2 DPC. Of these, only
CXCLS8 was significantly elevated in MEDI8852-
treated macaques (sixfold at 2 DPC). The
concentration of CXCL8, CCL11, CCL4, and
interleukin-18 were all significantly lower in
MEDI8852-treated macaques than control ma-
caques at either or both 2 and 4 DPC (fig. S2).
Together, these data show that MEDI8852 pro-
phylaxis protects lungs from loss of alveolar
macrophages and alveolar epithelial cells, in-
hibits infiltration of interstitial macrophages
and neutrophils, and limits the production of
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Fig. 4. Response to different MEDI8852 doses and virus sequencing.

(A) Schematic of MEDI8852 titration study. Animals were sacrificed at 15 DPC
unless noted. (B) Live virus titers (top) and viral RNA copies (bottom) in BAL
supernatant of animals receiving control or MEDI8852 antibody at various
doses over time. Horizontal dotted lines indicate the lower limit of detection.
(C) Correlation between serum neutralizing IDsg titers (x axis) and each of the
following parameters: BAL virus titers (2 DPC); BAL viral RNA copies (2 DPC);
maximum temperature change, average temperature change, and breath
frequency (2 DPC); and expiratory time (2 DPC). Correlation was estimated
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by simple linear regression, with 95% confidence intervals shaded in gray.
Horizontal and/or vertical dotted lines indicate the lower limit of detection.

(D) Serum neutralizing IDsg titers by severe disease or death status for control
and MEDI8852-treated animals. Horizontal dotted lines indicate the lower limit
of detection. (E) Survival curves of control and MEDI8852-treated animals

at all dose levels. Animals that were censored are indicated as cross marks.
Comparison of the Kaplan-Meier curves was made with log-rank (Mantel-Cox)
test. (F) Frequencies of single-genome HA sequences in the three macaques
with replication-competent virus detected in BAL at 7 DPC that matched
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sequences detected in the challenge stock (black) or were unique to the animal
(blue or orange). Symbols indicating sequences detected at both 2 DPC and

7 DPC are connected with line segments. Horizontal dotted lines indicate the lower
limit of detection. (G) Counts of distinct HA sequences (haplotypes) detected in
each macaque at 2 and 7 DPC. (H) Maps of minor variant nucleotide (short bars)
and amino acid (long bars) polymorphisms detected in single-genome HA sequences

inflammatory cytokines and chemokines upon
H5NT1 infection.

MEDI8852 prophylaxis inhibited viral rep-
lication in the treated macaques. In the con-
trol macaques, replication-competent virus was
recovered from the BAL fluid of all six ma-
caques at 2 DPC and four of the five macaques
at 4 DPC (Fig. 3E). By contrast, only one BAL
sample had detectable virus at 2 DPC in the
MEDI8852-treated macaques, although the in-
fused mAbs present in BAL might affect the
readout (Fig. 3E). These data align well with
the results from the viral RNA quantification
by reverse transcription polymerase chain re-
action of the BAL fluids (Fig. 3F). Differences
in viral titers and viral RNA levels in BAL at
both 2 and 4 DPC between treatment groups
were significant (Fig. 3G). At the necropsy,
replication-competent virus was recovered from
all three regions of lung sampled from control
macaques 97-20 and 90-20, sacrificed because
of ARDS at 3 and 4 DPC, respectively, whereas
a 100-fold-lower concentration of virus was
recovered from only one region of lung of the
MEDI8852-treated macaque 98-20, electively
sacrificed at 4 DPC. Viral RNA was recovered
from the lungs of five out of six macaques in
each group at necropsy, with the highest viral
quantity being in tissues from control macaques
9720 and 90-20 (fig. S3A). Immunohistochem-
istry revealed loss of cytokeratin® alveolar epi-
thelial cells and infiltration of CD163" interstitial
macrophages with substantial viral nucleopro-
tein (NP) expression in both cell types in control
macaque 90-20, sacrificed because of ARDS at
4 DPC. By contrast, MEDI8852-treated macaque
08-20, electively sacrificed at 4 DPC, had fewer
NP-expressing epithelial cells and macrophages
and substantially fewer interstitial macrophages
in tissues, which is consistent with flow cyto-
metry data. Lungs from control macaque 99-20
and MEDI8852-treated macaque 100-20, each
sacrificed electively at 15 DPC, showed evidence
of occasional NP-expressing epithelial cells
and macrophages (fig. S3B). Collectively, these
findings indicate that MEDI8852 prophylaxis
resulted in virus suppression in the lungs.

Dose and Fc function dependency

of MEDI8852

To assess the dose effect of MEDI8852, three
additional groups of macaques with varying
doses (10, 3, and 0.3 mg kg ™) of MEDI8852 along
with control mAbs (3 mg kg™") were infected
with aerosolized H5N1 virus (Fig. 4A). The av-
erage serum concentration of MEDI8852 at
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3 DPI was 130, 48, and 4 pg ml ™" for the 10, 3,
and 0.3 mg kg™ groups, respectively, which
was proportionally lower than that of the
30 mg kg group (448 g ml~ at 3 DPI). Upon
infection, two of the three macaques each in
the control and the lowest MEDI8852-treated
group (0.3 mg kg™*) succumbed to ARDS (open
symbols), whereas all macaques in the 3 and
10 mg kg groups survived (Fig. 4, A and B).
Replication-competent virus titers, as well as
viral RNA levels in BAL fluids, were higher in
the control and the lowest MEDI8852-treated
macaques (Fig. 4B). Although all six macaques
in the 3 mg kg™ group survived, they all had
detectable virus as well as viral RNA in BAL
fluids, which was different from higher-dose
groups (10 and 30 mg kg ™) (Fig. 3, E and F,
and Fig. 4B).

To assess the potential role of antibody Fc-
mediated effector functions in providing pro-
tection from morbidity and mortality caused
by H5N1 infection in macaques, we tested an
Fc variant called TM (21), which contains 1.234F
(L234—F), L235E, and P331S substitutions
(where L is lysine, F is phenylalanine, E is glu-
tamic acid, P is proline, and S is serine) in the C;;2
domain within the Fc portion of the MEDI8852
(referred to hereafter as MEDI8852-TM). This
TM variant results in a profound decrease in
binding to FcyRI, FcyRIIa, FeyRIIL, and com-
plement Clq, while maintaining binding to
FcyRn (21). Notably, the neutralizing activity
of MEDI8852-TM was not different from that
of MEDI8852, and both antibodies potently
neutralized more recent panzootic 2.3.4.4b clade
H5NI1 viruses (22, 23) as well (fig. S4). The phar-
macokinetics of MEDI8852-TM and MEDI8852
in transgenic hFc-hFcRn mice (24) were also
similar (9.5 + 1.6 versus 9.6 + 1.5 days, respec-
tively) (fig. S4). We administered MEDI8852-
TM at 10 mg kg™ to three macaques (Fig. 4A).
Average serum concentration of MEDI8852-
TM was 144 ug ml™ at 3 DPI, which was similar
to the concentration of MEDI8852 when ad-
ministered at the same 10 mg kg™ dose (130 pg
ml™), confirming that TM did not alter phar-
macokinetics in macaques. All three MEDI8852-
TM-treated macaques survived H5N1 challenge
and had low or no detectable virus in BAL, anal-
ogous to MEDI8852-treated macaques at the
same 10 mg kg dose (Fig. 4B). These data show
that at the dose of 10 mg kg™, protection ac-
quired by MEDI8852 administration does not
require Fc receptor function, although Fc recep-
tor function may be important at the lower dose
level, as shown in a mouse model (25, 26).

from three macaques. Polymorphisms also detected in the challenge stock are
indicated in gray, and polymorphisms that are unique to the animal are indicated in
blue or orange. The position of the target epitope sequence for MEDI8852 is indicated
with gray vertical bars. Animal experiments were performed once, whereas viral
quantification was performed at least twice with similar results. dPCR was performed
once. HT-SGS was performed at least twice with similar results.

Disease outcome prediction and

protective threshold

‘We measured serum neutralizing activity against
A/Vietnam/1203/2004: (H5NT1) virus in all ma-
caques at the time of challenge to determine
correlations with disease outcomes (Fig. 4C).
We found that serum neutralizing activity in-
versely correlated with viral burden in the BAL
fluids, body temperature elevation, and breath
frequency (P < 0.0001), and positively correlated
with expiration time (P < 0.0001) (Fig. 4C). To
set criteria for severe disease, we next used
historical data from a total of 15 macaques
infected with aerosolized H5N1 virus at the
50% lethal dose or higher (75). All of these ma-
caques either succumbed to ARDS, had respira-
tory disease, or had transient fever (table S1),
allowing us to estimate confidence intervals
for the reference range of severe disease using
both respiratory and temperature parameters
(see materials and methods) (fig. S5). We found
that all macaques receiving the control mAb
(30 and 3 mg kg™, n = 9) and MEDI8852 at
0.3 mg kg ! dose (n = 3) had severe disease
upon H5NI1 infection, with a minimum of at
least one parameter crossing the boundary. Al-
though all six macaques receiving MEDI8852
at 3 mg kg™ dose survived, five of them met the
criteria for severe disease. By contrast, none of
the 12 macaques that received either MEDI8852
at 10 and 30 mg kg™ or MEDI8852-TM at 10 mg
kg™ met the criteria for severe disease (fig. S5).
By using the serum neutralizing ID5, and the
disease outcome of these study macaques (n =
30), we identified a threshold for protection
from severe disease or death (Fig. 4D). All ani-
mals with a serum neutralizing IDs, >10>7 at the
time of challenge were protected from severe
disease or death, and all animals with values
<10*7 developed severe disease or succumbed
to disease (materials and methods). According
to our pharmacokinetics study, this translates
into ~8 weeks of protection from severe disease
or death by a single infusion of 30 mg kg™ of
MEDIS8852 in macaques (Fig. 1A). When all the
MEDI8852 groups (excluding the MEDI8852-
TM group) were combined (0.3, 3,10, and 30 mg
kg™, n = 18) and compared with the combined
control groups (3 and 30 mg kg™, 7 = 9), there
was a statistical difference in survival rate (P =
0.022), demonstrating the survival benefit of
MEDI8852 prophylaxis (Fig. 4E). Further, we
examined the relationship between dose of
MEDI8852 and survival as a continuous var-
iable by using a proportional-hazards regres-
sion model. Animals in the control groups were
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included in the model as receiving 0 mg kg™ of
MEDI8852. As expected, MEDI8852 was a sig-
nificant predictor of survival (P < 0.001), ac-
cording to the likelihood ratio test, with a 72%
reduction in the hazard rate for each mg kg™
increase in MEDI8852 dose.

Viral HA gene sequencing

To investigate whether MEDI8852 administra-
tion had promoted outgrowth of new variants
in this setting, we used high-throughput, single-
genome amplification and sequencing (HT-
SGS) to analyze full-length HA gene sequences
in three macaques that had transiently in-
creased replication-competent virus in BAL
at 7 DPC (Fig. 4B). At 2 DPC, the majority of
HA sequences in macaques 251-21 (control),
264-21 (MEDI8852 0.3 mg kg ™), and 255-21
(MEDI8852 3 mg kg ™) exactly matched the
predominant sequence from the challenge virus
stock [1 = 998 (84%), 1159 (75%), and 342 (91%)
sequences, respectively] (Fig. 4F). Minor vari-
ant HA sequences were also detected in all
three animals at 2 DPC. Whereas 251-21 and
264-21 showed 17 and 20 minor variants in-
cluding several not detected in the challenge
stock, respectively, 255-21 showed only 4 minor
variants, all of which were present in the chal-
lenge stock (Fig. 4G). At 7 DPC, the predominant
HA sequence from each animal [1,009 (75%),
1444 (91%), and 1726 (99%)] again matched the
predominant stock sequence, with fewer distinct
minor variant sequences detected than at 2 DPC.
Among 1592 and 1734 HA sequences obtained
at 7 DPC from 264-21 and 255-21, respectively,
minor variants with mutations at the antibody
target epitope were not detected (Fig. 4H).
These findings indicate that MEDI8852 pro-
phylaxis did not result in outgrowth of new virus
sequence variants after infection and suggest
that a tighter transmission bottleneck and re-
duced intrahost virus diversification occur with
increasing antibody dose.

Discussion

We have shown the efficacy and feasibility of
pre-exposure antibody prophylaxis for protect-
ing from respiratory disease and death due to
avian influenza virus infection in macaques,
extending prior knowledge obtained in small
animal models. These results not only provide
further support for the bnAb prophylaxis as an
effective influenza pandemic countermeasure
but also shed light on the development of vac-
cines that elicit such bnAb responses to confer
protection from pandemic influenza morbid-
ity and mortality. Although we gave virus chal-
lenge at 3 DPI, the slow linear rate of mAb
decay in sera indicates that protection from
severe disease would extend to weeks beyond
mAb infusion, providing a realistic prevent-
ative window in the face of an H5N1 outbreak.
It is possible to further broaden the prevent-
ative window by extending the antibody half-
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life through well-known Fc mutations, such as
LS (27) and YTE (28). We tested MEDI8852,
which is one of the broadest and most potent
bnAbs against influenza A viruses targeting
the HA stem supersite (13) and has been shown
previously to mediate pre- and postexposure
protection as well as transmission blocking in
mice and ferrets (13, 29). Due to the evolution-
ary, anatomical, and physiological differences,
as well as the impractical mode of infection
used in small animal models, results from these
prior studies inevitably have limited transla-
tional value. Our study represents a relevant,
reflective, and predictive model for antibody-
mediated protection from severe influenza in
humans, overcoming the inherent limitations
of other models. Although MEDI8852 is an en-
gineered antibody matured in vitro, the paren-
tal antibody FY1 belongs to a public clonotype
called the Vy6-1 + Dy3-3 class (I3, 30), which
can be recurrently found in multiple individu-
als upon experimental vaccination with non-
circulating influenza subtypes (30, 31). We have
shown that the key immunogenetic and struc-
tural characteristics of the human Vi6-1 + Dy3-3
class bnAbs are evolutionarily conserved in ma-
caques, and similar bnAbs can be elicited through
vaccination of HA stem-based immunogens
in macaques (32). This validates the approach
of empirically testing protective efficacy of HA
stem-based universal influenza vaccine candi-
dates that elicit human-like bnAb responses in
the aerosolized H5N1 macaque disease model.
It is of great interest to see whether the pro-
tective threshold determined for MEDI8852 in
this study can be translated into vaccine-elicited
polyclonal responses and if any contributions
derive from non-neutralizing or weakly neu-
tralizing antibodies through Fc-mediated ef-
fector functions.

Our results were consistent with an earlier
study with antimatrix M2 antibody against pan-
demic HINTI infection in macaques (33), show-
ing no sign of antibody-mediated enhanced
disease even in macaques with a subprotec-
tive dose of MEDI8852, albeit with a limited
number of animals. Our macaque model re-
flects and recapitulates many aspects of hu-
man H5N1 influenza virus infection (19, 34),
although there are inevitable differences in
our model compared with human cases, includ-
ing the varying inhaled virus dose, preexisting
influenza immunity, supportive treatment, and
use of antivirals. These factors may contribute
to the disease outcome and could be addressed
in future studies. Furthermore, a derivative of
MEDI8852 has recently failed to meet its ef-
ficacy endpoint in a phase 2 clinical trial as a
prophylaxis, accentuating the difficulty in
studying the protective efficacy against sea-
sonal influenza in humans in the face of pre-
existing immunity (9). Nevertheless, our study
fills the critical knowledge void between pre-
clinical and human clinical studies, offering a

distinctive efficacy outlook for bnAb prophy-
laxis against HPAI virus infection that is unat-
tainable in controlled human clinical trials.

Recent advances in antibody discovery have
yielded several exceptionally broadly cross-
reactive and protective human mAbs that
recognize viral neuraminidase (NA) (35-37).
Although these mAbs do not block virus entry
in in vitro neutralization assays, they do pro-
vide protection in both pre- and postexposure
prophylaxis settings in mice and block trans-
mission in guinea pigs (38), likely through block-
ing viral NA activity and thereby inhibiting virus
egress and/or limiting the mobility of virus in
mucus. The combination of these NA-targeting
mAbs and HA-directed bnAbs would be ex-
pected to provide superior breadth and a fur-
ther reduction in the risk of selecting for virus
escape variants. Potential synergy between
MEDI8852 and an anti-NA mAb, FNI9, has
been reported (37), accentuating the utility of
anti-HA and anti-NA antibody cocktail or bi-
specific and multispecific antibody approaches
(39-41). Those data, plus our findings, suggest
that single or combination mAb prophylaxis
could be protective in a human outbreak or
pandemic scenario with H5N1, including the
recent panzootic 2.3.4.4b clade viruses (22, 23)
and potentially other avian influenza viruses. Al-
though our study is limited in sample size com-
pared with a human efficacy trial, we have shown
that bnAb prophylaxis averted morbidity and
mortality due to respiratory dysfunction—a
hallmark of severe influenza in humans—in
macaques infected with H5N1 influenza virus
through the natural route of infection, with no
evidence for selection of bnAb escape variants.
Results in the present study pave the way for
developing medical countermeasures against
future influenza virus pandemics.
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The time course and organization of hippocampal replay

Caitlin S. Mallory*, John Widloski, David J. Foster*

The mechanisms by which the brain replays neural activity sequences remain unknown. Recording
from large ensembles of hippocampal place cells in freely behaving rats, we observed that replay content
is strictly organized over multiple timescales and governed by self-avoidance. After movement cessation,
replays avoided the animal’s previous path for 3 seconds. Chains of replays avoided self-repetition
over a shorter timescale. We used a continuous attractor model of neural activity to demonstrate that
neuronal fatigue both generates replay sequences and produces self-avoidance over the observed
timescales. In addition, replay of past experience became predominant later into the stopping period, in
a manner requiring cortical input. These results indicate a mechanism for replay generation that
unexpectedly constrains which sequences can be produced across time.

euronal activity sequences associated

with wakeful experience are replayed off-

line within the mammalian hippocampus

and cortex (I-1I). During movement, the

hippocampus carries information about
an animal’s current location (12), whereas in
sleep (1, 2, 13, 14) or awake immobility (15-24),
it depicts spatial trajectories that relate to
the animal’s past behavior or predicted future
(25). Although replay can recapitulate previ-
ously experienced firing patterns (22) (“for-
ward replay”), it can also reverse the order of
neurons within a sequence (21) (“reverse re-
play”) or depict new paths that the animal has
not yet taken (17, 20, 26, 27). These diverse
phenomena have been linked to varying be-
havioral functions—from memory consolida-
tion and reward processing to spatial planning
and inference (25, 28, 29). Yet, the mechanisms
by which the brain selects specific neuronal se-
quences at different times have remained un-
clear. We measured large numbers of replay
events in rats exploring multiple environments
to reveal a principled evolution of replay content
with respect to recent experience and ongoing
reactivations.

We recorded the activity of ensembles of
place cells from the bilateral dorsal hippo-
campus of rats running laps on a linear track
(n = 11 rats) or navigating within an open arena
(n = 6 rats) (Fig. 1, A and F). On the track, rats
paused between laps to consume liquid food
reward (mean + SEM rewards per session:
53 + 3, n = 52 sessions; Fig. 1, A and B). In the
open arena, rats were rewarded on alternating
trials at a consistent location that was learn-
able across the session, or a random location

Department of Neuroscience, University of California,
Berkeley, Berkeley, CA, USA.

*Corresponding author. Email: caitlinmallory@berkeley.edu (C.S.M.);
davidfoster@berkeley.edu (D.J.F.)

that was unpredictable (16, 17) (“‘Home trials”
and “Random trials”; mean + SEM trials per
session: 76 + 5, n = 56 sessions; Fig. 1F). In some
sessions (n = 39), rats were additionally required
to circumnavigate transparent “jail” barriers
(16). Large numbers of co-recorded cells (mean +
SEM cells per session: linear track = 82 + 05;
open arena: 309 + 21) in conjunction with a
memory-less, uniform-prior Bayesian decoding
algorithm (23) allowed us to accurately decode
the rat’s position during movement (imean +
SEM positional decoding error per session, linear
track: 2.9 + 0.1 cm; open arena: 3.4 + 0.2 cm).
On the linear track, where place cells are direc-
tionally selective (30), we additionally decoded
the animals’ movement direction (Fig. 1A).
Decoding on a fine timescale revealed abun-
dant replay during reward-associated immo-
bility (materials and methods) (Fig. 1, A and
@G). On the linear track, replays were classified
as forward if the decoded heading direction
aligned with the direction of replay motion
across the track, and reverse if they were op-
posite (i.e., a trajectory depicting the animal
running backward) (21-23) (Fig. 1C). We re-
stricted analysis to replays representing mo-
tion away from the animal’s current location
(“local,” n = 849), which made up the majority
of events (Fig. 1D) and represented forward
movement along the rat’s immediate future
path or reverse movement along its immediate
past path. Forward events occurred with slightly
higher frequency than reverse events (Fig. 1, D
and E). In the open arena, we observed two-
dimensional (2D) trajectories across the en-
vironment (16, 17) (Fig. 1H), many of which
approximated the path taken immediately
before or after stopping (Fig. 1G). To quantify
the degree to which replays corresponded to
adjacent behavior, we calculated the angular
displacement between each replay event and
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Fig. 1. Linear track and open field replay events. (A) Left: Schematic of the linear
track. Circles: reward wells. Right: Posterior probability of position and running
direction (400-ms bins). Gray: true position. Color indicates the estimated running
direction. Inset: posterior probability during one stopping period (20-ms hins).

(B) Stop durations. (C) Example replays. (D) Summary of replays within the first
10 s of stopping. Local replays (n = 849) versus nonlocal replays (n = 96),

Z =245, P < 0.0001. Forward local replays (n = 458) versus reverse local replays
(n=391), Z =23, P=0.02L; two-tailed z-tests. (E) Replay rates per stopping period
[mean + SEM, n = 1642, Z = 2.7, P = 0.0058, Wilcoxon signed rank (WSR) test].

|Displacement| (°)

(F) Schematic of the open arena. Gray: behavioral trajectory. (G) Example replays from
one trial, with time since stopping at top. Black: replay center of mass. Blues: replay
posterior. Green and purple: rat's immediate future and past path, respectively (100 cm
for each). (H) The center of mass of all replay events in the session. (I) Calculation of
angular displacement from the immediate future (RF) or past path (RP) for two
example replays. See also fig. S4. (J) Black: percentage of replays as a function of
angular displacement from future or past paths. Colors: individual rats. (K) Mean + SEM
angular displacement from the immediate future or past path (n = 35111 RF and
35,783 RP, Z = -954, P = 1.4e-21, WRS test). *P < 0.05, **P < 0.01, ***P < 0.001.

the animal’s immediate past or future path, as
previously (77) (Fig. 1I) (materials and meth-
ods). Smaller angular displacement indicates
greater similarity between the traversed and
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replayed paths. Consistent with previous find-
ings, replays were overall more tightly aligned
to an animal’s future path than its past (16, 17)
(Fig. 1, J and K).

Forward or prospective replays precede
reverse or retrospective replays

We observed a consistent temporal order in
the production of forward and reverse replays
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Fig. 2. Forward replay precedes reverse replay and prospective replay pre-
cedes retrospective replay. (A) Median replay time (n = 21 sessions, seven rats
with at least five forward, five reverse replays; sessions: P = 6.0e-5; rats: P = 0.015,
WSR). (B) Individual stops (n = 110, P = 2.5e-9, WSR). (C) Replay counts, summed
across sessions. (D) Replay rates (max n = 1638 trials). (E) Replay properties

(n = 458 forward replays and 391 reverse replays). Lower spread indicates higher
precision. (F) Timing of replays occurring on early or late trials within a session, and in
novel or familiar environments (trials 1 to 10: n = 47 forward replays and 61 reverse
replays, P = 5.4e-4; trials 30 to 40: n = 98 forward replays and 83 reverse replays,
P = 4.1e-5; Novel (first exposure): n = 150 forward replays and 106 reverse

replays, P = 9.4e-9; familiar: n = 308 forward replays and 285 reverse replays, P = 1.8e-
19, WRS). Box plots: median, interquartile range, and range. (G) Number of replays
at varying angular displacements from the future (RF) or past path (RP), over time.
(H) Top: mean + SEM angular displacements from the future (RF) or past path (RP).
Bottom: mean + SEM difference in displacement (n = 36,677 replays). Colors:
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individual rats. Black: rat average. (I) Angular displacements within the Early or Late
windows (n = 11,554 Early replays and 25,123 Late replays; interaction P = 1.0e-4,
shuffle; Early, RF versus RP: P = 4.5e-193; Late, RF versus RP: P = 1.2e-10; RF, Early
versus Late: P = 0.086; RP, Early versus Late: P = 2.0e-315; WRS). (J) Replay counts.
(K) Replay rates (max n = 4269 trials). (L) Replay properties (n = 36,677 replays).
(M) Timing of replays (trials 1 to 10: n = 637 prospective replays and 705 retrospective
replays, P = 2.6e-9; trials 30 to 40: n = 661 prospective replays and 643 retrospective
replays, P = 3.6e-11; novel: n = 70 prospective replays and 60 retrospective replays,
P = 1.1e-4; familiar: n = 4752 prospective replays and 4951 retrospective replays,

P = 4.3e-89; WRS). (N) Replay rates over time (n = 2147 Home trials and 2122 Away
trials). (0) Trial averaged rates (interaction P = 1.4e-4, shuffle; prospective, Home
versus Away: P = 9.5e-22; retrospective, Home versus Away: P = 0.59, WRS). Unless
otherwise stated, plots show mean + SEM. Dots above time course plots in panels
(D), (E), (H), (K), (L), and (N) indicate time bins for which P < 0.05, WSR. *P < 0.05,
***p < 0,001
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Fig. 3. Replay avoids recently traversed or reactivated spatial paths.

(A) Hypothesized replays when the animal's past and future paths overlap.
PF: Angular displacement between the past and future path. (B) Histogram of
PF displacements for all trials (n = 4269; Home versus Away trials, P = 0.40,
WRS). (C) Replays from example trials with similar (PF < 60°) or diverging
(PF > 120°) past and future paths. Time since stopping denoted at top. (D) RP
and RF: Angular displacements between replay and the past or future path,
respectively. Top: On trials with similar paths, both RF and RP decreased over
time [RF: r(16,109) = -0.12, P = 7.7e-57, RP: r(1,6109) = -0.19, P = 3.1e-128;
Pearson’s correlations]. Bottom: On trials with diverging paths, RF increased
while RP decreased [RF: r(5,369) = 0.15, P = 1.7e-28, RP: r(5,369) = -0.17,

P = 3.9e-35]. (E) Replay rates on trials with similar (top, max n = 1880)

or diverging (bottom, max n = 619) paths. Prospective replay rate during the

0-3 s Early window was reduced for trials with similar paths (P = 2.5e-41,

WRS test). (F) Left: All traversed paths intersecting one (filled) well. Right:
Angular displacement of replays relative to the immediate past path or all other
traversed paths (n = 36,677 replays). Dots indicate significant time bins (P <
0.05, WSR). (G) Example replay pairs. (H) Angular displacement between

two replays (RR) as a function of the time between them (At). n = 42,345 replay
pairs. Solid line, shading: mean + SEM. Dashed lines: 2.5% and 97.5% quantiles
obtained by permuting At. Dots indicate P < 0.05. (I) Example replay pairs.
Green: forward. Purple: reverse. (J) Percentage of replay pairs depicting opposite
content versus the time between the two replays (At). n = 389 replay pairs.
Shaded region denotes the bootstrapped 95% confidence interval. Dashed lines:
2.5% and 97.5% quantiles obtained by permuting At. Dots, P < 0.05. (D) to (F)
show mean + SEM.

on the linear track (Fig. 2). Forward replays of
the future path occurred shortly after stopping
and almost always preceded reverse replays of
the past {n = 458 forward replays and 391 re-
verse replays; median [interquartile range (IQR)]
time since stopping, forward: 2.8 (1.7-4.6) s; re-
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verse: 4.6 (3.4-6.4) s; Z = -10.8, P = 5.2e-27,
Wilcoxon rank sum (WRS) test}. This forward-
then-reverse ordering was evident across sub-
jects, sessions, and individual stopping periods
with multiple events (Fig. 2, A and B). The inci-
dence rates of forward and reverse replays varied

across the stopping period, and their difference
revealed distinct temporal windows (~0 to 3 s,
“early,” and ~3 to 10 s, “late”) marked by pre-
dominantly forward or reverse activity (Fig. 2,
C and D). Theta power was strongly reduced dur-
ing the early window (fig. S1), indicating that early
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Fig. 4. MEC activity produces a bias toward retrospective replay. (A) Recording
setup. (B) Histology. Arrows mark tetrodes. DG: dentate gyrus; SLM: stratum
lacunosum-moleculare. (C) Behavioral paradigm. (D) Replay properties

(n = 2778 laser OFF replays and 2761 laser ON replays). OFF versus ON within
Late window: range, P = 0.0068; percent participation, P = 0.0063, WRS.

(E) Replay rates (max n = 471 laser OFF trials and 484 laser ON trials). Inset:

Late window retrospective bias (OFF, P = 0.0030, ON, P = 0.12, WSR; OFF versus

SCIENCE science.org

ON, P = 0.0010, WRS). NS, not significant. (F) Replay rates per trial (interaction:
P = 1.0e-4, shuffle; OFF versus ON, prospective: P = 0.20, retrospective: P =
1.0e-4; WRS). (G) Angular displacements between replay and the past (RP) or
future path (RF) over time. (H) Average angular displacements (interaction: P =
1.0e-4, shuffle; OFF versus ON, RF: P = 2.4e-5, RP: P = 4.0e-7, WRS). (1) Recording
setup. (J) Histology. (K), Replay properties (n = 2688 saline replays and 1922
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CNO replays). Saline versus CNO within Late window: range, P = 3.4e-15; percent
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participation, P = 1.1e-42; WRS. (L) Angular displacements over time. (M) Average
angular displacements (interaction, P = 1.0e-4, shuffle; saline versus CNO, RF:

P =067, RP: P = 88e-7; WRS). (N) Recurrent network model. (0) Population
activity during simulated track traversal. (P) Percentage of replay pairs depicting
opposite content versus the time between the two replays (At). Top: The model
produced self-avoiding (opposite) sequences at small time intervals. Bottom:
Empirically observed self-avoidance (from Fig. 3J). Solid line, shading: mean + SEM.

forward replays are distinct from theta se-
quences (31-33) seen during running. We ob-
tained similar results when requiring replays
to coincide with a sharp-wave ripple or applying
alternative replay detection methods (fig. S2).
Very few reverse replay events occurred in the
early window, prompting us to inspect the qual-
ity of the sparse reverse events detected shortly
after stopping. The percentage of cells particip-
ating, spatial range, and spatial precision of
reverse replays were initially reduced com-
pared with forward events, demonstrating that
timing constrains both the quantity and qual-
ity of replay content (Fig. 2E). We observed the
temporal segregation of forward and reverse
replays even in rats with limited experience
in an environment, indicating an intrinsically
generated rather than learned organization
(Fig. 2F). We did not observe consistent orga-
nization of replay content surrounding other
behavioral transitions, emphasizing a par-
ticular significance of the run-to-rest junction
(fig. S3).

In the open arena, replay of the immediate
future or past behavior unfolded across time in a
highly consistent manner (Fig. 2G). Throughout
the entire stopping period, many replays corre-
sponded to the future path (16, 17) (Fig. 1K and
Fig. 2G, top). By contrast, replays were maximally
distant from the past path just after stopping
and became tightly aligned around 4 s (Fig.
2G, bottom). On average, replays aligned more
tightly to the future path during the early win-
dow, and more tightly to the past path during
the late window (Fig. 2, H and I). The temporal
dynamics of this transition were highly con-
sistent across individual rats (Fig. 2H, bottom,
and fig. S4). We next restricted analysis to events
that tightly aligned with behavior, classifying
replays as prospective if they fell within 20° of
the future path and retrospective if they fell
within 20° of the past path. The rate of pros-
pective replays peaked shortly after stopping.
The rate of retrospective replays was initially
low but surpassed that of prospective replay
after ~3 s (Fig. 2, J and K). Moreover, the qual-
ity of early retrospective replays was reduced
(Fig. 2L), and the bias for prospective replays
to precede retrospective replays was observ-
able with little experience (Fig. 2M). Although
the early prospective bias at first appeared
weaker in the open field, separate analysis
of Home and Away trials revealed higher rates
of prospective replay on the latter, which pre-
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cede memory-guided navigation (77) (Fig. 2, N
and O).

Replay avoidance of recently traversed
or reactivated paths

We wondered whether the predominance of
prospective replay during the early window
in part reflected a tendency of replay to avoid
the immediate past (Fig. 3A). Consequently, we
analyzed the subset of open field trials (Fig. 3B)
in which the rat retraced its steps, which resulted
in similar past and future paths (materials and
methods) (Fig. 3C, top). If future preference
dominated, early replays would be similar to
both the future and past paths. However, if past
avoidance dominated, we would expect early
replays to avoid both the future and past
paths (Fig. 3A). Replays clearly avoided both
the (overlapping) past and future paths for the
first ~3 s of stopping (Fig. 3, D and E, top). By
contrast, when the past and future paths di-
verged, early replays avoided the past and aligned
with the future (Fig. 3, D and E, bottom). We
additionally quantified the tendency of replay
to avoid the immediate past path to a greater
degree than other potential paths intersect-
ing the reward well at which the rat was posi-
tioned (Fig. 3F). Replays were more distant
from the immediate past path than from other
experienced paths for seconds after stopping
(Fig. 3F).

We hypothesized that replay would avoid a
recently reactivated path in the same manner
it avoids a physically explored path. We looked
for evidence of this phenomenon in the open
arena by asking whether two replays that oc-
cur in close temporal proximity are more likely
to depict dissimilar spatial trajectories. To quan-
tify the spatial similarity of two replay events,
we calculated their angular displacement (Fig.
3G) (materials and methods). The angular dis-
placements between pairs of replays were
maximal when the replays occurred in quick
succession (Fig. 3H) and remained greater
than chance for temporal distances up to ~1 s
(significance assessed relative to “shuffles” in
which the time between replay pairs was ran-
domly permuted). Replays on the linear track
showed a similar pattern of self-avoidance. We
considered all events within a given stopping
period and determined the percentage of re-
play pairs depicting opposing trajectories (i.e.,
forward followed by reverse, or reverse followed
by forward; Fig. 3I). Replay pairs occurring with-

Dashed lines: 2.5% and 97.5% quantiles obtained by permuting At. (Q) Top: Replay
rates produced by the adaptation-only model. Bottom: Empirically observed rates
with MEC inactive, from (E). (R) Top: Replay rates produced by the modified model
with facilitating MEC input. Bottom: Empirically observed rates with MEC active,
from (E). Unless otherwise stated, plots show mean + SEM. Dots above time course
plots in panels (D), (E), (G), (K), (L), (P), (Q), and (R) indicate time bins for which
P < 0.05. **P < 0.01, ***P < 0.001.

in ~1 s of one another were more likely than
chance to depict opposing content (Fig. 3J).

MEC biases hippocampal replay toward
retrospective sequences

Thus far, the data suggest that replay direction
is largely governed by avoidance of both re-
cently traversed and reactivated spatial paths.
Although this principle could potentially ex-
plain the early window of past avoidance, it
remained unclear how replay of past experience
becomes predominant later into the stopping
period. We reasoned that a memory of experi-
ence could be provided by medial entorhinal
cortex (MEC), a primary source of cortical in-
put to hippocampus (34) that has been indirectly
linked to reverse sequences (35). We thus moni-
tored hippocampal replay during optogenetic
inactivation of MEC. We expressed the inhib-
itory opsin Jaws (36) in bilateral MEC and
delivered red light across the dorsal-ventral
axis via tapered fiberoptics (37) (Fig. 4, A and
B, and fig. S5). Two Jaws-expressing rats per-
formed the open field navigation task. In exper-
imental sessions (n = 12), light was delivered
to MEC during reward consumption (Fig. 4C).
Control sessions (n = 10) without light delivery
were interleaved. Although the overall rates of
spike density events, sharp-wave ripples, and
replays were similar between MEC active or
inactive trials (fig. S5), MEC inactivation re-
duced the spatial range (38) and cell recruit-
ment of replays, particularly in the late window
(Fig. 4D).

We next asked whether MEC inhibition al-
ters hippocampal replay content. Notably, MEC
inactivation decreased the rate of retrospec-
tive replays and eliminated the retrospective
bias typically seen in the late window (Fig. 4 E
and F, and figs. S5 and S6). Examining the an-
gular displacement of replays relative to the rat’s
future or past path revealed similar effects: MEC
inhibition increased the angular distance of re-
plays from the past path, while decreasing the
angular distance from the future path (Fig. 4, G
and H). We confirmed these results in an addi-
tional animal expressing the inhibitory DREADD
hSyn-hM4D(Gi)-MCherry in bilateral MEC
(Fig. 4, I and J). Chronic inhibition via intraperi-
toneal injection of clozapine-N-oxide (CNO) re-
duced replays’ range, cellular recruitment, and
alignment to the past path (Fig. 4, K to M). We
did not observe significant changes to task per-
formance with MEC inhibition (fig. S7). MEC
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inhibition during intermittent periods of reward
consumption on the linear track did not in-
fluence the frequency of replay events but spe-
cifically decreased the quality of reverse replays
(fig. S8).

Neuronal fatigue drives self-avoidance
in a recurrent network

We also explored possible mechanisms underly-
ing these phenomena using a simple network
model that has been applied to replay (16, 39-43).
We simulated hippocampal place cell activity
within a continuous attractor network, which
supports a continuum of stable bump-like activ-
ity states (44-46) (Fig. 4N). To model neuronal
fatigue, each neuron exhibited spike frequen-
cy adaptation, a form of slow timescale feed-
back inhibition (47, 48), which destabilizes
the activity bump and allows it to sweep across
the network in the absence of external input
(16, 39-43, 49-51). For simplicity, we simulated
exploration of a 1D track and initiated se-
quences with a brief, place-specific input at the
animal’s current position (materials and meth-
ods) (Fig. 40 and fig. S9). We first confirmed
that the neuronal fatigue was necessary to
produce neuronal sequences (fig. S9). We next
asked whether fatigue could explain the ten-
dency of replays to avoid self-repetition (Fig. 3,
G to J). During immobility, the model produced
prospective and retrospective sequences that
were self-avoiding over timescales consistent
with our experimental findings (~1 s, Fig. 4P).
We next sought to identify whether the same
mechanism could explain the more prolonged
replay avoidance of the previously traversed
path (Fig. 3, A to F). At high running speeds,
the model produced exclusively prospective
sequences, consistent with theta sequences
(32, 33) (Fig. 4). Critically, as observed experi-
mentally, the first replays to occur after stopping
continued to propagate ahead of the animal,
owing to the slow decay of the accumulated
inhibition behind the animal [Fig. 4, O (top)
and Q]. The duration over which early replays
continued to avoid the past trajectory was di-
rectly related to the time constant of adapta-
tion (fig. S9). We found that a time constant of
3 s well recapitulated the experimental results.

This adaptation-only model recapitulated the
early window of past avoidance, but not the later
window of past preference, shown experimen-
tally to depend on MEC activity. We tested
whether the late window of past preference
could be recapitulated by including a facili-
tating input, presumed to arise from MEC, that
accumulates in cells that are active during run-
ning and impinges on the circuit during im-
mobility (materials and methods). As observed
experimentally in the presence of MEC activity,
retrospective replays became more frequent
and indeed predominant once the experience-
induced adaptation had dissipated [Fig. 4, O
(bottom) and R]. Our model was limited to a
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single map for simplicity; however, place cells
participate in multiple maps, raising the pos-
sibility of map-specific adaptation. Cells with
strong firing in both running directions on the
linear track participated in both early forward
and later reverse replays, suggesting that neu-
ronal fatigue is map specific (fig. S10).

Discussion

Other models of replay generation are less com-
patible with the organization revealed here.
Early models proposed that reverse replays
could result from a slowly decaying activity
trace following experience (21, 22, 24). These
models predict the highest rates of reverse
replay immediately after stopping, in opposition
to the observed window of past avoidance.
Other models based on recurrent neural net-
works with asymmetric synaptic weights do
not easily generate reverse sequences or pre-
dict replay self-avoidance (52, 53). Outside of
replay, models using neuronal fatigue have
been proposed to underlie hippocampal se-
quences during movement, including behav-
ioral timescale “episode” sequences (49, 54)
and theta sequences (39, 50, 5I), raising the
possibility that shared mechanisms operate
across behavioral and sensory states. We note
that the role played by spike frequency adap-
tation in our model, which has been observed
in pyramidal cells of the rodent hippocampus
(48), could also be played by presynaptic de-
pression (39).

In addition to the organization that results
from avoidance of previously traversed or re-
activated paths, we show that cortical input
can exert top-down control over the content of
awake hippocampal replay. Because our exper-
imental manipulations targeted MEC broadly,
future work targeting specific layers (38) or
projection-defined cell types (55) will be needed
to elucidate the precise circuits through which
MEC biases hippocampal replay content. MEC
layer II is a likely candidate. First, inactivation
of MEC layer III alone alters the length but not
direction of replay in CAl (38). Second, our
hippocampal model of sequence generation is
most consistent with the recurrent network
architecture of area CA3, which receives direct
MEC layer II input (55). We modeled the MEC-
driven enhancement of retrospective replay as
an excitatory input current onto cells recently
activated through experience. Such enhance-
ment could result from calcium-mediated syn-
aptic facilitation (56, 57) or persistent firing
(58-61) within spatially selective MEC neu-
rons (62-65). Alternatively, this drive could
be provided by retrospectively biased MEC
replay (8, 66).

The organizing principles presented here
may underlie previously reported phenomena,
including the enhanced replay of paths not
recently taken (20, 67, 68), or avoided entirely
(69). They also offer a potential explanation for

the variability among prior works relating re-
play to ongoing behavior, highlighting the need
to consider the time of events relative to stop-
ping (I8, 25). The strict temporal organization
of replay affects several existing theories of
awake replay function. It has been proposed
that the temporal organization of awake re-
play reflects a role in reward learning (70), with
reverse-going replays precipitated by reward
discovery, and forwards-going replays precipi-
tated by expectations of future movement, and
with the explicit prediction that reverse replays
should precede forwards. The direct contradic-
tion with our results raises the possibility that
awake replay is performing some other func-
tion, in addition to reward learning, perhaps
related to planning (22, 7I). A simple planning
account of replay appears at odds with our
finding that replays avoid the future path if it
coincides with the past; however, it remains
possible that in these cases, the animal’s de-
cision was nevertheless informed by replays,
as in other reported cases where replay moves
into an area that is then avoided (69). Indeed,
replay exhibits goal directedness in some spa-
tial tasks beyond what would be predicted from
merely avoiding recent behavioral trajectories
[(16, 17); although see (68)]. Finally, awake re-
play has been proposed to subserve memory
consolidation—for example, by stabilizing hip-
pocampal place cell maps (72, 73). Self-avoidance
may increase the diversity of replays, comple-
menting the most recently behaviorally acti-
vated patterns, and perhaps also creating a
temporal buffer between real and replayed ex-
perience, which could prevent interference be-
tween encoding and retrieval processes.

Refractory periods characterize neural cir-
cuits at multiple temporal and spatial scales
(74-76). Here we describe a refractory period
in the production of internally generated neu-
ral sequences, with implications for the tem-
poral structure of episodic memory retrieval
during a memory-guided navigation task. This
structure may promote exploration of alterna-
tive trajectories, as well as the avoidance of
overtraining on highly valued options, and
more generally the broadening of internally
generated training data to avoid bias and in-
terference effects in network learning (77, 78).
This may reflect a general principle governing
internally generated neural activity in multi-
ple brain areas (3-7, 11, 79).
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WORKING LIFE

By Anonymous

550

A reluctant investigator

was 3 months into graduate school when I realized my project was doomed. I had set out to build on
the work of a previous student, but as I ran into roadblocks, it became increasingly clear that the pre-
viously published work was fundamentally flawed. The data didn’t make sense; the results couldn’t
be replicated. I raised my concerns with my supervisor, but he was convinced there was a reason-
able explanation. I clung to his reassurances for a time, assuming no one would publish something
blatantly wrong. As weeks of digging and hoping turned into months, though, the cracks started to
widen. Eventually it was undeniable: The paper was riddled with serious problems.

My supervisor was the correspond-
ing author on the published paper,
and when I told him he grew in-
dignant. “I don’t understand why
you’re making such a big deal out of
this. Mistakes happen all the time.
People mislabel things, they forget.
Do you really think that in 5 years
you could look me in the eye and
say youre 100% confident in every-
thing you did?” He leaned across
the desk, his gaze stern, while dis-
comfort washed over me.

“Yes,” I answered, with more de-
fiance than certainty. Honest mis-
takes were one thing—mislabeling
a tube, losing track of a sample—
but to my fresh, first-year grad
student eyes, to publish an entire
paper built on a mountain of mis-
takes was inconceivable.

I had heard stories of sloppy sci-
ence, and worse. But I saw them as cautionary tales, not
something I would have to personally grapple with during
my first year of grad school. For the most part, I had been
taught to view science as a domain of rigor and diligence,
kept on track by the guardrails of both scientific scruples and
peer review. But I was beginning to realize the people who
did science were just that—people.

Because I couldn’t build on the work, my supervisor in-
structed me to redo the original publication, eager for me
to show the problems were no more than minor oversights.
I painstakingly repeated the methods, which involved re-
analyzing data. It was frustrating to not be setting out in a
new scientific direction. But eventually, after I completed
my exhaustive retracing of the original paper, I had some-
thing to show for my work.

With a knot in my stomach, I carefully presented a list of is-
sues and mistakes to my supervisor. I told him about incorrect
data analysis and experimental design, results that couldn’t
be replicated, and claims that were contradicted by the data.

“To publish an entire paper
built on a mountain of mistakes
was inconceivable.”

My supervisor’s initial patience and
silence slowly gave way to defensive
interruptions. He dismissed some
discrepancies as minor and insisted
other errors weren’t worth mention-
ing. Nobody likes the bearer of bad
news, and I was aware I was risking
my future. I'd need his support to
continue in the program, and some-
day I would be turning to him for ref-
erence letters. But I couldn’t back out
now, and I was resolute on wanting
the scientific record to be corrected.

I pushed for a complete retraction
of the original paper. My supervisor
instead lobbied for a small correc-
tion, an addendum to gloss over the
errors. As the corresponding author,
he was in communication with the
journal. The journal editors con-
vened a special meeting and reached
their verdict: The issues were too
systemic and serious for a simple correction. The only viable
course was to retract the original publication and replace it
with a paper describing my analyses. I felt vindicated and
relieved: The errors were as serious as I thought, and I had
been right to expose them.

Afterward, other faculty members commended me for
standing up for research integrity. Their support, however,
couldn’t change the fact that I never wanted to have to
choose between truth and peace again, especially not while
existing under the thumb of my supervisor. I have main-
tained a good relationship with him through it all. But the
experience was utterly exhausting and I understand why
early-career researchers, if faced with a similar situation,
might choose silence over speaking up. It’s not easy to point
out errors, especially when they’re attached to the name of
someone who holds great power over you.

The author is a Ph.D. student at a research intensive university in North
America. Send your career story to SciCareerEditor@aaas.org.
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